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a b s t r a c t

This paper reviews the recent research and development of high-
entropy alloys (HEAs). HEAs are loosely defined as solid solution
alloys that contain more than five principal elements in equal or
near equal atomic percent (at.%). The concept of high entropy
introduces a new path of developing advanced materials with
unique properties, which cannot be achieved by the conventional
micro-alloying approach based on only one dominant element.
Up to date, many HEAs with promising properties have been
reported, e.g., high wear-resistant HEAs, Co1.5CrFeNi1.5Ti and
Al0.2Co1.5CrFeNi1.5Ti alloys; high-strength body-centered-cubic
(BCC) AlCoCrFeNi HEAs at room temperature, and NbMoTaV HEA
at elevated temperatures. Furthermore, the general corrosion resis-
tance of the Cu0.5NiAlCoCrFeSi HEA is much better than that of the
conventional 304-stainless steel. This paper first reviews HEA for-
mation in relation to thermodynamics, kinetics, and processing.
Physical, magnetic, chemical, and mechanical properties are then
discussed. Great details are provided on the plastic deformation,
fracture, and magnetization from the perspectives of crackling
noise and Barkhausen noise measurements, and the analysis of ser-
rations on stress–strain curves at specific strain rates or testing
temperatures, as well as the serrations of the magnetization
hysteresis loops. The comparison between conventional and
high-entropy bulk metallic glasses is analyzed from the viewpoints
of eutectic composition, dense atomic packing, and entropy of
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mixing. Glass forming ability and plastic properties of high-
entropy bulk metallic glasses are also discussed. Modeling tech-
niques applicable to HEAs are introduced and discussed, such as
ab initio molecular dynamics simulations and CALPHAD modeling.
Finally, future developments and potential new research directions
for HEAs are proposed.

� 2013 Elsevier Ltd. All rights reserved.
Contents

1. Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3

1.1. Four core effects . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.1.1. High-entropy effect . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.1.2. Sluggish diffusion effect . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
1.1.3. Severe lattice-distortion effect. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
1.1.4. Cocktail effect . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
1.2. Key research topics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9

1.2.1. Mechanical properties compared with other alloys . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
1.2.2. Underlying mechanisms for mechanical properties . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
1.2.3. Alloy design and preparation for HEAs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
1.2.4. Theoretical simulations for HEAs. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12

2. Thermodynamics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12

2.1. Entropy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.2. Thermodynamic considerations of phase formation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
2.3. Microstructures of HEAs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
3. Kinetics and alloy preparation. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23

3.1. Preparation from the liquid state . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
3.2. Preparation from the solid state. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
3.3. Preparation from the gas state . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
3.4. Electrochemical preparation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
4. Properties . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34

4.1. Mechanical behavior . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
4.1.1. Mechanical behavior at room temperature. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
4.1.2. Mechanical behavior at elevated temperatures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
4.1.3. Mechanical behavior at cryogenic temperatures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
4.1.4. Fatigue behavior . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
4.1.5. Wear behavior . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
4.1.6. Summary. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
4.2. Physical behavior. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
4.3. Biomedical, chemical and other behaviors . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
5. Serrations and deformation mechanisms . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55

5.1. Serrations for HEAs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
5.2. Barkhausen noise for HEAs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
5.3. Modeling the Serrations of HEAs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
5.4. Deformation mechanisms for HEAs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
6. Glass formation in high-entropy alloys. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67

6.1. High-entropy effects on glass formation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
6.1.1. The best glass former is located at the eutectic compositions . . . . . . . . . . . . . . . . . . . . 67
6.1.2. The best glass former is the composition with dense atomic packing . . . . . . . . . . . . . . 67
6.1.3. The best glass former has high entropy of mixing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
6.2. GFA for HEAs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
6.3. Properties of high-entropy BMGs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
7. Modeling and simulations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72

7.1. DFT calculations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
7.2. AIMD simulations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
7.3. CALPHAD modeling . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
8. Future development and research. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81



Fig. 1.1
(green)

Y. Zhang et al. / Progress in Materials Science 61 (2014) 1–93 3
8.1. Fundamental understanding of HEAs. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
8.2. Processing and characterization of HEAs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
8.3. Applications of HEAs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
9. Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84
Disclaimer . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
Acknowledgements . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
1. Introduction

Recently, high-entropy alloys (HEAs) have attracted increasing attentions because of their unique
compositions, microstructures, and adjustable properties [1–31]. They are loosely defined as solid
solution alloys that contain more than five principal elements in equal or near equal atomic percent
(at.%) [32]. Normally, the atomic fraction of each component is greater than 5 at.%. The multi-compo-
nent equi-molar alloys should be located at the center of a multi-component phase diagram, and their
configuration entropy of mixing reaches its maximum (RLnN; R is the gas constant and N the number
of component in the system) for a solution phase. These alloys are defined as HEAs by Yeh et al. [2],
and named by Cantor et al. [1,33] as multi-component alloys. Both refer to the same concept. There are
also some other names, such as multi-principal-elements alloys, equi-molar alloys, equi-atomic ratio
alloys, substitutional alloys, and multi-component alloys.

Cantor et al. [1,33] pointed out that a conventional alloy development strategy leads to an enor-
mous amount of knowledge about alloys based on one or two components, but little or no knowledge
about alloys containing several main components in near-equal proportions. Theoretical and experi-
mental works on the occurrence, structure, and properties of crystalline phases have been restricted
to alloys based on one or two main components. Thus, the information and understanding are highly
developed on alloys close to the corners and edges of a multi-component phase diagram, with much
less knowledge about alloys located at the center of the phase diagram, as shown schematically for
ternary and quaternary alloy systems in Fig. 1.1. This imbalance is significant for ternary alloys but
becomes rapidly much more pronounced as the number of components increases. For most quater-
nary and other higher-order systems, information about alloys at the center of the phase diagram is
virtually nonexistent except those HEA systems that have been reported very recently.

In the 1990s, researchers began to explore for metallic alloys with super-high glass-forming ability
(GFA). Greer [29] proposed a confusion principle, which states that the more elements involved, the
lower the chance that the alloy can select viable crystal structures, and thus the greater the chance
of glass formation. Ma et al. [3] found that the best glass former is not exactly at the eutectic compo-
sition, and has a shift towards the high-entropy zone in the phase diagram. Recently, Takeuchi et al.
[34] reported a high-entropy bulk metallic glass (BMG), which can have a critical size over 10 mm.
Zhao et al. [35] and Gao et al. [36] reported a high-entropy BMG, which can be plastically deformed
at room temperature. However, for some HEAs, their GFA is rather low, and they can only form
. Schematic ternary and quaternary alloy systems, showing regions of the phase diagram that are relatively well known
near the corners and relatively less well known (white) near the center [33].
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solid-solutions even though the cooling rate is very high, e.g., alloys of CuCoNiCrAlFeTiV, FeCrMnNiCo,
CoCrFeNiCu, AlCoCrFeNi, NbMoTaWV, etc. [1,2,12–14].

The yield strength of the body-centered cubic (BCC) HEAs can be rather high [12], usually compa-
rable to BMGs [12]. Moreover, the high strength can be kept up to 800 K or higher for some HEAs based
on 3d transition metals [14]. In contrast, BMGs can only keep their high strength below their glass-
transition temperature.

1.1. Four core effects

Being different from the conventional alloys, compositions in HEAs are complex due to the equi-
molar concentration of each component. Yeh [37] summarized mainly four core effects for HEAs, that
is: (1) Thermodynamics: high-entropy effects; (2) Kinetics: sluggish diffusion; (3) Structures: severe
lattice distortion; and (4) Properties: cocktail effects. We will discuss these four core effects
separately.

1.1.1. High-entropy effect
The high-entropy effects, which tend to stabilize the high-entropy phases, e.g., solid-solution

phases, were firstly proposed by Yeh [9]. The effects were very counterintuitive because it was ex-
pected that intermetallic compound phases may form for those equi- or near equi-atomic alloy com-
positions which are located at the center of the phase diagrams (for example, a monoclinic compound
AlCeCo forms in the center of Al–Ce–Co system [38]). According to the Gibbs phase rule, the number of
phases (P) in a given alloy at constant pressure in equilibrium condition is:
P ¼ C þ 1� F ð1-1Þ
where C is the number of components and F is the maximum number of thermodynamic degrees of
freedom in the system. In the case of a 6-component system at given pressure, one might expect a
maximum of 7 equilibrium phases at an invariant reaction. However, to our surprise, HEAs form so-
lid-solution phases rather than intermetallic phases [1,2,4,17]. This is not to say that all multi-compo-
nents in equal molar ratio will form solid solution phases at the center of the phase diagram. In fact,
only carefully chosen compositions that satisfy the HEA-formation criteria will form solid solutions
instead of intermetallic compounds.

The solid-solution phase, according to the classical physical-metallurgy theory, is also called a ter-
minal solid solution. The solid-solution phase is based on one element, which is called the solvent, and
contains other minor elements, which are called the solutes. In HEAs, it is very difficult to differentiate
the solvent from the solute because of their equi-molar portions. Many researchers reported that the
multi-principal-element alloys can only form simple phases of body-centered-cubic (BCC) or face-cen-
tered-cubic (FCC) solid solutions, and the number of phases formed is much fewer than the maximum
number of phases that the Gibbs phase rule allows [9,23]. This feature also indicates that the high en-
tropy of the alloys tends to expand the solution limits between the elements, which may further con-
firm the high-entropy effects.

The high-entropy effect is mainly used to explain the multi-principal-element solid solution.
According to the maximum entropy production principle (MEPP) [39], high entropy tends to stabilize
the high-entropy phases, i.e., solid-solution phases, rather than intermetallic phases. Intermetallics are
usually ordered phases with lower configurational entropy. For stoichiometric intermetallic com-
pounds, their configurational entropy is zero.

Whether a HEA of single solid solution phase is in its equilibrium has been questioned in the sci-
entific community. There have been accumulated evidences to show that the high entropy of mixing
truly extends the solubility limits of solid solution. For example, Lucas et al. [40] recently reported ab-
sence of long-range chemical ordering in equi-molar FeCoCrNi alloy that forms a disordered FCC struc-
ture. On the other hand, it was reported that some equi-atomic compositions such as AlCoCrCuFeNi
contain several phases of different compositions when cooling slowly from the melt [15], and thus
it is controversial whether they can be still classified as HEA. The empirical rules in guiding HEA for-
mation are addressed in Section 2, which includes atomic size difference and heat of mixing.
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1.1.2. Sluggish diffusion effect
The sluggish diffusion effect here is compared with that of the conventional alloys rather than the

bulk-glass-forming alloys. Recently, Yeh [9] studied the vacancy formation and the composition par-
tition in HEAs, and compared the diffusion coefficients for the elements in pure metals, stainless steels,
and HEAs, and found that the order of diffusion rates in the three types of alloy systems is shown be-
low:
Fig. 1.2
structu
(B-a) an
wide, a
close to
Corresp
superla
HEAs < stainless steels < pure metals
The sluggish diffusion effect is usually used to explain the formation of nano-sized precipitations,

because the nuclei are easier to form but grow slowly, as shown in Fig. 1.2 on an as-cast CuCoNiCrFe
alloy [2]. In the figure, nano-precipitates with a size of 7–50 nm in diameter, close to the FCC phase
in a spinodal plate appear, as shown in Fig. 1.2B(b). Fig. 1.2 also shows that the microstructures of
certain HEAs are usually very complicated, which can include nano-precipitates, ordered solid-
solution phases, disordered solid-solution phases, and even amorphous phases. This feature is due
to the fact that the interactions between the principal elements and the content of all the elements
are very high.
. Microstructures of an as-cast CuCoNiCrAlFe alloy. (A) SEM micrograph of an etched alloy with dendrites (a spinodal
re of disordered BCC and ordered BCC phases) and interdendrite (an FCC phase) structures. (B) TEM bright-field image;

inter-spinodal plate, 70-nm wide, a disordered BCC phase (A2), lattice constant, 2.89A; (B-b) a spinodal plate, 100-nm
n ordered BCC phase (B2), lattice constant, 2.89A; (B-c) nanoprecipitation in a spinodal plate, 7 nm to 50 nm in diameter,

the FCC phase; (B-d) nanoprecipitation in an interspinodal plate, 3 nm in diameter, a disordered BCC phase (A2). (C–E)
onding selected area diffraction (SAD) patterns of B, Ba, and Bb with zone axes of BCC [011], BCC [001] + (010)
ttice, and FCC [011], respectively [2].
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1.1.3. Severe lattice-distortion effect
The severe lattice-distortion effect is usually compared with the one dominant element alloys,

where the lattice site is occupied mainly by the dominant constituent. For HEAs, each element has
the same possibility to occupy the lattice site, if ignoring chemical ordering. Since the size of different
elements can be very different in some cases, this can lead to the severe lattice distortion. This effect is
well confirmed by the ultrahigh strength of the BCC HEAs [11]. Yeh et al. [41] studied the anomalous
decrease in X-ray diffraction (XRD) intensities of the CuNiAlCoCrFeSi alloy systems with multi-princi-
pal elements. A series of CuNiAlCoCrFeSi alloys with a systematic addition of principal elements from
pure element to seven elements was investigated for the quantitative analysis of XRD intensities. The
variation of XRD peak intensities of the alloy system is similar to that caused by thermal effects, but
Fig. 1.3. Schematic illustration of intrinsic lattice distortion effects on Bragg diffraction: (a) perfect lattice with the same atoms;
(b) distorted lattice with solid solutions of different-sized atoms, which are expected to randomly distribute in the crystal
lattice according to a statistical average probability of occupancy; (c) temperature and distortion effects on the XRD intensity
[41].
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the intensities further drop beyond the thermal effect with increasing the number of constituent prin-
cipal elements. An intrinsic lattice distortion effect caused by the addition of multi-principal elements
with different atomic sizes is expected for the anomalous decrease in the XRD intensities. The math-
ematical treatment of this distortion effect for the modification of the XRD structure factor is formu-
lated to be similar to that of the thermal effect, as shown in Fig. 1.3 [41]. The larger roughness of the
atomic planes makes the intensity of the XRD for HEAs much lower than that for the single-element
solid.

The severe lattice distortion is also used to explain the high strength of HEAs, especially the
BCC-structured HEAs [4,12,23]. The severe lattice-distortion effect is also related to the tensile brittle-
ness and the slower kinetics of HEAs [2,9,11]. However, the authors also noticed that single-phase
FCC-structured HEAs have very low strength [7], which certainly cannot be explained by the severe
lattice distortion argument. Fundamental studies in quantification of lattice distortion of HEAs are
needed.
1.1.4. Cocktail effect
The cocktail-party effect was usually used as a term in the acoustics field, which have been used to

describe the ability to focus one’s listening attention on a single talker among a mixture of conversa-
tions and background noises, ignoring other conversations. For metallic alloys, the effect indicates that
the unexpected properties can be obtained after mixing many elements, which could not be obtained
from any one independent element. The cocktail effect for metallic alloys was first mentioned by
Ranganathan [42], which has been subsequently confirmed in the mechanical and physical properties
[12,13,15,18,35,43].

The cocktail effect implies that the alloy properties can be greatly adjusted by the composition
change and alloying, as shown in Fig. 1.4, which indicates that the hardness of HEAs can be dramat-
ically changed by adjusting the Al content in the CoCrCuNiAlx HEAs. With the increase of the Al con-
tent, the phases change from FCC to BCC + FCC and then to BCC structures. As a result, the lattice
constants for both the BCC and FCC structures increase, and the hardness of the alloys increases.
Fig. 1.5 presents the change of hardness as a function of the Al content for the Cu-free CoCrFeNiAlx

HEAs [44]. The hardness of the FCC phase does not vary too much with changing the Al content from
0 to 0.45, while the hardness of the BCC phase decreases from about HV 538 to HV 480 as the Al con-
tent increases from 0.88 to 2.0. Moreover, the two phase region of FCC + BCC structures becomes much
narrower for CoCrFeNiAlx than CoCrCuFeNiAlx indicating that Cu stabilizes the FCC phase. But
caution should be addressed here for Cu: Cu tends to segregate and form very Cu-rich phase(s) in
Fig. 1.4. Hardness and lattice constants of a CuCoNiCrAlxFe alloy system with different x values: (A) hardness of CuCoNiCrAlxFe
alloys, (B) lattice constants of an FCC phase, (C) lattice constants of a BCC phase [2].



Fig. 1.5. Hardness of a CoNiCrAlxFe alloy system with different x values, the Cu-free alloy has lower hardness than that of the
CuCoCrAlxFe alloy [44].
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CoCrCuFeNiAlx [15,45]. Cu forms isomorphous solid solution with Ni but it is insoluble in Co, Cr and
Fe; it dissolves about 20 at.% Al but also forms various stable intermetallic compounds with Al.

Fig. 1.6 exhibits the hardness of some reported HEAs in the descending order with stainless steels
as benchmark. The MoTiVFeNiZrCoCr alloy has a very high value of hardness of over 800 HV while
CoCrFeNiCu is very soft with a value of less than 200 HV. Fig. 1.7 compares the specific strength, which
is defined by the yield strength over the density of the materials, and the density among HEAs, BMGs,
conventional alloys, polymers and foam materials [5]. We can see that HEAs have densities close to the
steel but have high values of specific strength (yield strength/density). This is partially because our
recently-reported HEAs usually contain mainly the late transitional elements whose density is on
the high side. The lightweight HEAs have much more potential because lightweight elements can
be used and the density of the resultant alloys will be lowered significantly. Fig. 1.8 shows the spe-
cific-yield strength of HEAs vs. Young’s modulus compared with conventional alloys. As can be seen,
HEAs exhibit the highest specific strength and their Young’s modulus can be varied in a very large
Fig. 1.6. Wide range of hardness for HEAs, compared with 17–4 PH stainless steel, Hastelloy, and 316 stainless steel.



Fig. 1.7. Yield strength, ry, vs. density, q. HEAs (dark dashed circle) compared with other materials, particularly structural
alloys. Grey dashed contours (arrow indication) label the specific strength, ry/q, from low (right bottom) to high (left top). HEAs
are among the materials with highest strength and specific strength [5].

Fig. 1.8. Specific-yield strength vs. Young’s modulus: HEAs compared with other materials, particularly structural alloys. HEAs
are among the materials with highest specific strength and with a wide range of Young’s modulus [5].
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range. This observation may indicate that the modulus of HEAs can be more easily adjusted than con-
ventional alloys. In addition to the high specific strength, other properties such as high hydrogen stor-
age property are also reported [46].

1.2. Key research topics

To understand the fundamentals of HEAs is a challenge to the scientists in materials science and
related fields because of lack of thermodynamic and kinetic data for multi-component systems in
the center of phase diagrams. The phase diagrams are usually available only for the binary and ternary
alloys. For HEAs, no complete phase diagrams are currently available to directly assist designing the



10 Y. Zhang et al. / Progress in Materials Science 61 (2014) 1–93
alloy with desirable micro- and nanostructures. Recently, Yang and Zhang [28] proposed the X param-
eter to design the solid-solution phase HEAs, which should be used combing with the parameter of
atomic-size difference. This strategy may provide a starting point prior to actual experiments. The
plastic deformation and fracture mechanisms of HEAs are also new because the high-entropy solid
solutions contain high contents of multi-principal elements. In single principal-element alloys, dislo-
cations dominate the plastic behavior. However, how dislocations interact with highly-disordered
crystal lattices and/or chemical disordering/ordering will be an important factor responsible for plastic
properties of HEAs. Interactions between the other crystal defects, such as twinning and stacking
faults, with chemical/crystal disordering/ordering in HEAs will be important as well.
1.2.1. Mechanical properties compared with other alloys
For conventional alloys that contain a single principal element, the main mechanical behavior is

dictated by the dominant element. The other minor alloying elements are used to enhance some spe-
cial properties. For example, in the low-carbon ferritic steels [47–59], the main mechanical properties
are from the BCC Fe. Carbon, which is an interstitial solute element, is used for solid-solution strength-
ened steels, and also to enhance the martensite-quenching ability which is the phase-transformation
strengthening. The main properties of steels are still from Fe. For aluminum alloys [60] and titanium
alloys [61], their properties are mainly related to the dominance of the elemental aluminum and tita-
nium, respectively.

Intermetallic compounds are usually based on two elements, e.g., Ti–Al, Fe3Al, and Fe3Si. Interme-
tallic compounds are typically ordered phases and some may have strict compositional range. The
Burgers vectors of the ordered phases are too large for the dislocations to move, which is the main
reason why intermetallic phases are usually brittle. However, there are many successful case studies
to improve the ductility of intermetallic compound by micro-alloying, e.g., micro-alloying of B in Ni3Al
[62], and micro-alloying of Cr in Fe3Al [63,64].

Amorphous metals usually contain at least three elements although binary metallic glasses are also
reported, and higher GFA can be obtained with addition of more elements, e.g., ZrTiCuNiBe (Vit-1),
PdNiCuP, LaAlNiCu, and CuZrAlY alloys [65–69]. Amorphous metals usually exhibit ultrahigh yield
strength, because they do not contain conventional any weakening factors, such as dislocations and
grain boundaries, and their yield strengths are usually three to five times of their corresponding crys-
talline counterpart alloys. There are several models that are proposed to explain the plastic deforma-
tion of the amorphous metal, including the free volume [70], a shear-transformation-zone (STZ) [71],
more recently a tension-transition zone (TTZ) [72], and the atomic-level stress [73,74]. The micro-
mechanisms of the plastic deformation of amorphous metals are usually by forming shear bands,
which is still an active research area till today. However, the high strength of amorphous alloys can
be sustained only below the glass-transition temperature (Tg). At temperatures immediately above
Tg, the amorphous metals will transit to be viscous liquids [68] and will crystallize at temperatures
above the first crystallization onset temperature. This trend may limit the high-temperature applica-
tions of amorphous metals. The glass forming alloys often are chemically located close to the eutectic
composition, which further facilitates the formation of the amorphous metal–matrix composite. The
development of the amorphous metal–matrix composite can enhance the room-temperature plastic-
ity of amorphous metals, and extend application temperatures [75–78].

For HEAs, their properties can be different from any of the constituent elements. The structure
types are the dominant factor for controlling the strength or hardness of HEAs [5,12,13]. The
BCC-structured HEAs usually have very high yield strengths and limited plasticity, while the FCC-
structured HEAs have low yield strength and high plasticity. The mixture of BCC + FCC is expected
to possess balanced mechanical properties, e.g., both high strength and good ductility. Recent studies
show that the microstructures of certain ‘‘HEAs’’ can be very complicated since they often undergo the
spinodal decomposition, and ordered, and disordered phase precipitates at lower temperatures.
Solution-strengthening mechanisms for HEAs would be much different from conventional alloys.
HEAs usually have high melting points, and the high yield strength can usually be sustained to
ultrahigh temperatures, which is shown in Fig. 1.9 for refractory metal HEAs. The strength of HEAs
are sometimes better than those of conventional superalloys [14].



Fig. 1.9. Temperature dependence of NbMoTaW, VNbMoTaW, Inconel 718, and Haynes 230 alloys [14].
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1.2.2. Underlying mechanisms for mechanical properties
Mechanical properties include the Young’s modulus, yield strength, plastic elongation, fracture

toughness, and fatigue properties. For the conventional one-element principal alloys, the Young’s
modulus is mainly controlled by the dominant element, e.g., the Young’s modulus of Fe-based alloys
is about 200 GPa, that of Ti-based alloys is approximately 110 GPa, and that of Al-based alloys is about
75 GPa, as shown in Fig. 1.8.

In contrast, for HEAs, the modulus can be very different from any of the constituent elements in the
alloys [79], and the moduli of HEAs are scattered in a wide range, as shown in Fig. 1.8. Wang et al. [79]
reported that the Young’s modulus of the CoCrFeNiCuAl0.5 HEA is about 24.5 GPa, which is much lower
than the modulus of any of the constituent elements in the alloy. It is even lower than the Young’s
modulus of pure Al, about 69 GPa [80]. On the other hand, this value needs to be verified using other
methods including impulse excitation of vibration.

It has been reported that the FCC-structured HEAs exhibit low strength and high plasticity [13],
while the BCC-structured HEAs show high strength and low plasticity at room temperature [12]. Thus,
the structure types are the dominant factor for controlling the strength or hardness of HEAs. For the
fracture toughness of the HEAs, there is no report up to date.

1.2.3. Alloy design and preparation for HEAs
It has been verified that not all the alloys with five-principal elements and with equi-atomic ratio

compositions can form HEA solid solutions. Only carefully chosen compositions can form FCC and BCC
solid solutions. Till today there is no report on hexagonal close-packed (HCP)-structured HEAs. One
reason is probably due to the fact that a HCP structure is often the stable structure at low tempera-
tures for pure elements (applicable) in the periodic table, and that it may transform to either BCC
or FCC at high temperatures. Most of the HEA solid solutions are identified by trial-and-error exper-
iments because there is no phase diagram on quaternary and higher systems. Hence, the trial-and er-
ror approach is the main way to develop high-performance HEAs. However, some parameters have
been proposed to predict the phase formation of HEAs [17,22,28] in analogy to the Hume-Rothery rule
for conventional solid solution.

The fundamental thermodynamic equation states:
G ¼ H � TS ð1-2Þ
where H is the enthalpy, S is the entropy, G is the Gibbs free energy, and T is the absolute temperature.
From Eq. (1-2), the TS term will become significant at high temperatures. Hence, preparing HEAs from
the liquid and gas would provide different kinds of information. These techniques may include sput-
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tering, laser cladding, plasma coating, and arc melting, which will be discussed in detail in the next
chapter. For the atomic-level structures of HEAs, the neutron and synchrotron diffraction methods
are useful to detect ordering parameters, long-range order, and short-range ordering [81].
1.2.4. Theoretical simulations for HEAs
For HEAs, entropy effects are the core to their formation and properties. Some immediate questions

are: (1) How can we accurately predict the total entropy of HEA phase? (2) How can we predict the
phase field of a HEA phase as a function of compositions and temperatures? (3) What are the proper
modeling and experimental methods to study HEAs? To address the phase-stability issue, thermody-
namic modeling is necessary as the first step to understand the fundamental of HEAs. The typical mod-
eling techniques to address thermodynamics include the calculation of phase diagram (CALPHAD)
modeling, first-principle calculations, molecular-dynamics (MD) simulations, and Monte Carlo
simulations.

Kao et al. [82] using MD to study the structure of HEAs, and their modeling efforts can well explain
the liquid-like structure of HEAs, as shown in Fig. 1.10. Grosso et al. [83] studied refractory HEAs using
atomistic modeling, clarified the role of each element and their interactions, and concluded that 4- and
5-elements alloys are possible to quantify the transition to a high-entropy regime characterized by the
formation of a continuous solid solution.
2. Thermodynamics

Thermodynamics mainly addresses the relationship among the macroscopic variables, such as tem-
perature, volume, and pressure, which describes physical properties of material bodies and heat radi-
ation. The chemical thermodynamics study the role of entropy in chemical reactions. Statistical
thermodynamics or statistical mechanics give explanations of macroscopic thermodynamics by statis-
tical predictions of the collective motion of particles based on the mechanics of their microscopic
behavior [84].
Fig. 1.10. A hard ball model of a liquid-like atomic-packing structure using multiple elements of different sizes. The circles
represent the first, second, third, fourth, and fifth shells, respectively, but the second and third shells are indistinguishable due
to the large atomic-size difference and thus the large fluctuation in occupation of different atoms. The fourth and fifth shells are
also indistinguishable [82].
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2.1. Entropy

Entropy is a thermodynamic property that can be used to determine the energy available for the
useful work in a thermodynamic process, such as in energy-conversion devices, engines, or machines.
The following equation is the definition of entropy:
dS ¼ DQ
T

ð2-1Þ
where S is the entropy, Q is the heat flow, and T is the absolute temperature. Thermodynamic entropy
has the dimension of energy divided by temperature, and a unit of Joules per Kelvin (J/K) in the Inter-
national System of Units.

The statistical-mechanics definition of entropy was developed by Ludwig Boltzmann in the 1870s
[85] and by analyzing the statistical behavior of the microscopic components of the system [86]. Boltz-
mann’s hypothesis states that the entropy of a system is linearly related to the logarithm of the fre-
quency of occurrence of a macro-state or, more precisely, the number, W, of possible micro-states
corresponding to the macroscopic state of a system:
S ¼ kLnW ð2-2Þ
where k = 1.38 � 10�23 J/K is Boltzmann’s constant, and the logarithm is taken to be the natural base,
‘‘e’’.

For the alloy system, the Gibbs free energy of mixing can be expressed as follows:
DGmix ¼ DHmix � TDSmix ð2-3Þ
where DGmix is the Gibbs free energy of mixing, DHmix is the enthalpy of mixing, DSmix is the entropy
of mixing, and T is the absolute temperature. From Eq. (2-3), we can see that if the DHmix is kept con-
stant, a higher entropy of mixing will lead to a lower Gibbs free energy, and make the alloy system
more stable.
Fig. 2.1. Illustration of the DSmix for ternary alloy system with the composition change [17].
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Thus, we may wonder what kind of alloys has a high entropy of mixing. For a random solid solution
with N component, the configurational entropy of mixing is:
Fig. 2.2
of rand
random
other z
DSmix ¼ �R
X

i

ci ln ci ð2-4Þ
where R (= 8.31 J/K mol) is the gas constant, and ci is the molar content of the ith component. For the
equi-atomic or equi-molar ratio alloys, the configurational entropy of mixing reaches its maximum,
and Eq. (2-4) can be written as follows:
DSmix ¼ R ln N ð2-5Þ
Fig. 2.1 presents the entropy of mixing as a function of composition in a ternary alloy system [17].
For the equi-molar ratio ternary alloy, DSmix = 1.1R, reaching the maximum for the ternary alloy
system.

The entropy of fusion is the increase in entropy when melting a substance. This value is always
positive, since the degree of disorder increases in the transition from a long-range-ordered solid to
a disordered structure of a liquid. The entropy of fusion is denoted as DSf and normally expressed
in J/mol K. A natural process, such as a phase change, will occur when the associated change in the
Gibbs free energy is negative. It follows that the entropy of fusion is related to the melting point
and the heat of fusion:
DSf ¼
DHL

Tf
ð2-6Þ
where DHL is the heat of fusion or the latent heat of fusion, and Tf is the melting point. However, for
the pure metal or the pure substance, Tf is one point, while for the alloys, there is a temperature range
except those alloys that involve invariant reactions such as the congruent melting point or eutectic
point: the solidus temperature (Ts) at which the melting starts, the liquidus temperature (Tl) at which
melting finishes. In between the two temperatures, the alloy is in a state of mixture of solid and liquid
phases.

For a quinary equi-molar ratio alloy, DSmix = 1.6R. For pure metals or traditional metallic alloys, the
fusion entropy usually is about 1R [86]. Hence, the entropy of mixing for a ternary equi-molar ratio
element alloy is usually higher than that of the fusion entropy, and the difference between them be-
come even larger for the higher-order HEAs.
. A phase formation map based on the enthalpy of mixing DHmix and the atomic size difference Delta, for the formation
om solid solution, �15 < DHmix < 5 kJ/mol, d < 5%. A transition zone with the mixture of ordered solid-solution and
solid-solution, in which: �20 < DHmix < 0 kJ/mol, 5% < d < 6.6%. The zones for B1 and B2 are glass formation zones, the

one is for the intermetallic compounds [17].



Table 1
Atomic radius of some selected elements [88,89].

Element Radius (nm) Element Radius (nm) Element Radius (nm)

O 0.07300 Sc 0.16410 Mg 0.16013
N 0.07500 Mo 0.13626 Zr 0.16025
C 0.07730 W 0.13670 Ca 0.19760
B 0.08200 Re 0.13750 Sn 0.16200
S 0.10200 Pd 0.13754 La 0.18790
P 0.10600 Pt 0.13870 Nd 0.16400
Be 0.11280 Ga 0.13920 Sc 0.16410
Si 0.11530 Zn 0.13945 Pr 0.16500
Ge 0.12400 Se 0.14000 In 0.16590
Fe 0.12412 U 0.14200 Mg 0.16013
Ni 0.12459 Nb 0.14290 Li 0.15194
Cr 0.12491 Ta 0.14300 Pb 0.17497
Co 0.12510 Al 0.14317 Th 0.18000
Cu 0.12780 Au 0.14420 Gd 0.18013
V 0.13160 Ag 0.14447 Y 0.18015
Mn 0.13500 Ti 0.14615 Hf 0.15775
Sn 0.16200 Gd 0.18013 Sm 0.18100
Nd 0.16400 Ce 0.18247

Fig. 2.3. Relationship between Delta, d (here d is amplified by 100 times for convenience) and DHmix in some HEAs (S: indicates
the alloy containing only solid solutions; C: indicates the alloy containing intermetallics; S1–S8: Ref. [2]; 9: CrFeCoNiAlCu0.25,
10: VCuFeCoNi, 11: Al0.5CrFeCoNi, 12:Ti2CrCuFeCoNi, 13: AlTiVYZr, 14: ZrTiVCuNiBe [93]).
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However, the above analysis only considers random solid solution. For the real solution, the entro-
py of mixing can be much more complicated since the excess entropy of mixing needs to be consid-
ered. The excess entropy of mixing comes from existence of chemical ordering or segregation, and
vibrational, magnetic, and electronic contributions. It can be negative or positive, depending on each
individual system, as detailed in a review article by Oriani [87].
2.2. Thermodynamic considerations of phase formation

For alloy development of HEAs, a challenging question is how to predict phase stability (e.g., the
number of equilibrium phases and the mole fractions) as a function of temperature and composition.



Fig. 2.4. Relationship between DHmix and d values of some HEA systems [94].

Fig. 2.5. Phase-formation map based on the X and d for the multi-component alloys. For the formation of solid-solutions,
X > 1.1 and d < 6.6%. The zone marked B means the zone mainly forms BMGs, and marked I mainly forms intermetallics
compounds, also there is a transition zone which forms both the random solid solution and the intermetallic compound [28].
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According to the Hume-Ruthery rule, the atomic-size difference (d) and the enthalpy of mixing
(DHmix) are two dominant factors. For a HEA, the two parameters are defined as follows [88,89]:
d ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXN
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where ri is the atomic radius of the ith component, and DHmix
AB is the enthalpy of mixing for the binary A

and B elements. By summarizing the data from the literature, a diagram with DHmix � d can be plotted,
as shown in Fig. 2.2 [17]. It is known that the atomic size of an element is affected by the surrounding
atoms. Here the Goldschmidt atomic size which is the atomic size when the coordination number is
12, is used. The typical data for most elements are listed in Table 1 [90,91]. For the enthalpy of mixing,
only the binary data is available. Eq. (2-8) can be employed to evaluate the enthalpy of mixing for the
multi-components alloys by the binary data, and some typical data for the binary enthalpy of mixing
are available from Refs. [88,92].

Fig. 2.2 shows that DHmix roughly decreases to more negative values with the increase of d. For the
random solid solutions, the DHmix is in the range from �15 to 5 kJ/mol, while d is in the range from 1%
to 5%. Ren et al. [93] also summarized a similar DHmix � d plot with their results, as shown in Fig. 2.3
which correlates very well with Fig. 2.2. Zhang and Fu [94] employed various HEA systems to explore
the quantitative criterion for phase formation. The values of DSmix, DHmix, and d for these HEA systems
were also calculated from Eqs. (2-4), (2-7), and (2-8) and plotted in Fig. 2.4. It is clear that CoCrFeNiCu,
CoCrFeNiMn, and CoCrFeNiV HEAs can form simple solid-solution phases. The DHmix and d values of
these alloys approach zero as their positions are located at the upper-left corner of Fig. 2.4. However,
the other alloys with DHmix and d values beyond the upper-left corner contain not only solid-solution
phases but also intermetallic compounds. Therefore, criterion for simple solid solutions in HEAs
should be the DHmix and d values falling into the upper-left district in Fig. 2.4 under the fulfillment
of high entropy of mixing (DSmix = 1.61R). To be specific, the quantitative criterion for the formation
of simple solid solutions is:
DSmix > 13:38 J=K mol;� 10 kJ=mol < DHmix < 5 kJ=mol; and d < 4%
Fig. 2.6. Cu–Ni binary phase diagram [96].



Fig. 2.7. Schematic illustrations of crystalline structures of (a) BCC and (b) FCC solid solutions composed of multi-principal
elements [11].
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While from Eq. (2-3), there are two parts for the Gibbs free energy of mixing. The first part, DHmix,
is mainly contributed by the interaction between different elements, while for the same element,
DHmix = 0. For the binary system of A and B, DHAB is negative if the A and B elements are attractive
to each other. DHAB is positive, if the interaction is repulsive.

For the multi-component system, DHmix is the average value of the alloy system. The second part of
Eq. (2-3) is �TDSmix. This part is usually negative, which decreases the Gibbs free energy of the alloy
system. Thus, the ratio, TDSmix/DHmix, would be more important, and thus, a parameter X can be
defined:
X ¼ TmDSmix=jDHmixj ð2-9Þ
here Tm is the average melting point of the alloy system. According to Eq. (2-9), X > 1 means that the
effect of the mixing entropy is greater than that of the enthalpy of mixing at the melting temperature,
and the high-entropy phase tends to form. To give a definition for the high entropy, we first need a
benchmark: either the fusion entropy of the metallic alloys or the enthalpy of mixing at the melting
point. Yeh et al. [2] selected the fusion entropy and the entropy of mixing for the five elements at
an equi-atomic ratio is greater than the fusion entropy. The essence of this criterion, as shown in
Eq. (2-9), is that high-entropy solid solution phase may form as long as X > 1 is satisfied, which
implies that the requirement of five principal elements to form HEAs may not be necessary. Theoret-
ically speaking, three elements might form HEAs. The more elements in an equi-molar HEA, the higher
entropy of mixing is. However, the content of each element should be higher than 5 at.%. The relation
between X and d is shown in Fig. 2.5. The plot suggests that the requirements for the solid-solution
formation are X P 1.1 and d 6 6.6%. Moreover, X and d obey a hyperbolic relation, which indicates
that d � LnX = constant [28].
2.3. Microstructures of HEAs

Hume-Rothery [95] generalized several rules on substitutional solid solutions in alloy systems,
including: (1) the difference in the atomic size between the solute and solvent atoms must be less than
15%, (2) the crystal structures of the solute and solvent must match, (3) there are the same valence
states between the solvent and solute, and (4) the solute and solvent should have similar electroneg-
ativity. For generations, Hume-Rothery rules have been used in the traditional alloying design. Gener-
ally, a solid solution is often observed when the two elements (generally metals) involved are from the
same family in the periodic table (i.e., the same column). Conversely, a chemical compound forms
when the Hume-Rothery rules are not satisfied. Mind that Hume-Rothery rules only address substitu-
tional solid solution. The solute may be incorporated into the solvent crystal lattice substitutionally,
by replacing a solvent atom in the lattice, or interstitially, by fitting into the space between solvent



Fig. 2.8. The relationship among the microstructure, Nieq and Creq of CuCrFeNiMn alloy system [93].

Fig. 2.9. X-ray diffraction patterns for AlxCrCuFeNi2 alloys (x = 0.2–1.2) [97].
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atoms. Both types of solid solutions affect the properties of the material by distorting the crystal lattice
and disrupting the physical and electronic homogeneity of the solvent material.

The binary Cu–Ni phase diagram, as shown in Fig. 2.6, is an example of Hume-Rothery rules of for-
mation of an isomorphous solid solution [96]. All 4 rules are satisfied in this simple case. The case of
HEAs seems to be an exception to the Hume-Rothery rules. All HEAs reported have a minimum of 4–5
components, and the elements have a mixture of simple FCC, BCC, and HCP structures. For example,
the FCC CoCrCuFeNi HEA contains a BCC metal, Cr, while both Cu and Ni are FCC. Fe undergoes struc-
tural changes from BCC to FCC at 912 �C and FCC to BCC again at 1394 �C, and Co transforms to FCC
from HCP at 422 �C. Furthermore, Cr also has much lower electronegativity than the rest of the ele-
ments in the alloy. Consequently, there are few elements in the periodic table that is soluble in Cr
to an appreciable amount except V. However, formation of a FCC solid solution phase was observed
and formation of intermetallic r phases (Co2Cr3 and a-CoFe, Pearson symbol of tP30) was depressed
in the CoCrCuFeNi and CoCrFeNi HEAs. Another example is the formation of a BCC solid solution phase
in the Al3CoCrCuFeNi HEA. In this case, the element, Al, has an FCC structure. Therefore, it is tempting
to state that the high entropy of mixing can overweigh the Hume-Rothery rules and perhaps is the
most important parameter in the solid-solution formation that has been overlooked in the traditional
physical metallurgy.

Till today, all reported HEAs have either the FCC or BCC structure, and no HCP structured HEAs, as
shown in Fig. 2.7 [11]. This observation is not so surprising because most elements prefer a BCC or FCC
structure. Among transition metals, there are a total of 9 elements that have a HCP structure at room



Fig. 2.10. Relationship between VEC and the FCC, BCC phase stability for HEA systems. Note on the legend: green color for sole
FCC phases; red color for sole BCC phase; yellow color for mixes, FCC and BCC phases [97].
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temperature, i.e. Sc, Ti, Zr, Hf, Co, Tc, Ru, Re, Os, Cd and Zn with the first five transforming to BCC at
higher temperature. Tc is a radioactive element while Re, Ru and Os are extremely expensive ele-
ments. Cd and Zn both have a very low melting point and high vapor pressure. Among non-transition
metals, Mg prefers a HCP structure while Be undergoes HCP ? BCC transformation at T = 1270 �C.
While the vast majority of rare earth elements prefer a HCP or double HCP structure at room temper-
ature, most of them transform to BCC at very high temperatures. Therefore, it is likely that HEAs based
on rare earth elements can be formed with a HCP structure given that: (1) they all have similar atomic
sizes; (2) they all form isomorphous binary solid solution.

Ren et al. [93] suggested that elemental interactions can affect not only the distribution of elements
in dendrite (DR) and inter-dendrite (ID) regions but also the microstructures in the CuCrFeNiMn alloy
system. Alloys with a single FCC phase are always related to their high contents of Cu, Ni, and Mn,
which is similar in stainless steels. According to the alloying effect of elements on microstructural
characteristics in stainless steels, elements can be classified into two types: one is FCC stabilizer, such
as Ni, Mn, Cu, C and N, and the other is BCC stabilizer, such as Cr, Mo, Si, and Nb. The Ni equivalent
(Nieq, by a mass fraction) and Cr equivalent (Creq, by a mass fraction) are often used to predict the
changes of microstructures in stainless steels: the higher the Nieq, the easier it is to obtain an FCC
structure. Conversely, the higher the Creq, the easier it is to form a BCC structure. Therefore, the ten-
dency in forming FCC and BCC phases can be estimated by means of the relationship between Nieq and
Creq in HEAs. Based on the experience and the distinct composition difference between stainless steels
and HEAs, the expressions of Nieq and Creq are modified properly as follows [93]:
Nieq ¼ Ni%þ 0:5Mn%þ 0:25Cu% ð2-10Þ
Creq ¼ Cr%þ Fe% ð2-11Þ
where Ni%, Mn%, Cu%, Cr%, or Fe% stands for the atomic percent (at.%) of each element, as shown in
Fig. 2.8.

However, Co is a well-known strong FCC former. Other FCC formers that are less known include Pd,
Pt, Ir, and Rh. On the BCC former side, most refractory metals have a BCC structure and tend to stabilize
the BCC structure, and, consequently, HEAs of various elemental combinations have been reported,
based on refractory metals [14].

Guo et al. [97] suggested using the valence electron concentration (VEC) to predict the BCC and FCC
structured solid solutions of HEAs.



Fig. 2.11. Schematic illustration of BCC crystal structure: (a) perfect lattice (take Cr as example); (b) distorted lattice caused by
additional one component with different atomic radius (take a Cr–V solid solution as example); (c) serious distorted lattice
caused by many kinds of different-sized atoms randomly distributed in the crystal lattice with the same probability to occupy
the lattice sites in multi-component solid solutions [20].
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VEC ¼
X

CiðVECiÞ ð2-12Þ
here Ci is the atomic percent of the ith element, and VECi is the VEC of the ith element.
Fig. 2.9 shows the X-ray diffraction (XRD) patterns of Guo’s alloys (AlxCrCuFeNi2) [97]. It is seen

that with the increase of the Al content, the phase structures change from FCC to BCC in AlxCrCuFeNi2

alloys. Fig. 2.10 summarized the relationship between the structure and VEC, and we can see that for
the BCC-structured solid solution, VEC < 6.8; while for FCC, VEC > 8 [97].



Fig. 2.12. Predicted phase diagram of AlxCoCrCuFeNi alloy system with different aluminum contents (x values). L: liquid phase.
The phase transition temperatures of the alloys were measured by DTA (temperature limit of measurement: 1400 �C) and
indicated as black solid dots in the figure [45].

Fig. 3.1. A schematic diagram of the arc melting method [99].
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Zhang et al. [20] suggested that the phase change from the FCC to BCC in the TixCoCrFeNiCu1�yAly

alloy system should be due to the atomic-level strain energy, as shown in Fig. 2.11. As the Al element
has a relatively larger atomic size, the addition of the Al element will induce the higher atomic-level
stress [73,74] in HEAs with the structure of higher atomic-packing efficiency (APE). The HEA with an
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FCC structure generally has higher APE than that with a BCC structure. With more Al additions, the
atomic-level stress will be increased too high to tolerate, and thus, resulting in a transition to the
BCC structure with lower APE, which will decrease the strain energy and reduce the Gibbs free energy.

Tong et al. [45] plotted a simple phase diagram for the AlxCoCrCuFeNi alloy, as presented in
Fig. 2.12, which shows the phase change with the variation of Al content at different temperatures.
The phase diagram shows an eutectic reaction at 15 at.% Al. In the lower Al content region
(<15 at.%), the primary phase is an FCC phase. While in the higher Al content region (>15 at.%), the pri-
mary phase becomes a BCC phase. When the Al content increases to more than 25 at.%, the ordered B2
phase dominates.
3. Kinetics and alloy preparation

Thermodynamics, as mentioned in the former section, mainly addresses the stability of the state,
and does not concern the rate, time, and routes. The kinetics in materials science is defined as the pro-
cess of the materials transition from one state to another, with time. There is also another term,
dynamics, which is mainly used for mechanical behavior, and conventionally related to the loading
speed and time. Thus, the kinetics for HEAs in this section will focus on the mobility of the elements
during phase transformations. In another word, the mobility of the particles in the alloy is equal to the
inverse of the viscosity, g, of the alloy, which is related to the diffusion coefficient, D, by the Stokes–
Einstein equation [98]:
Fig. 3.2
presenc
FCC ph
planes
D ¼ jT
6pgc

ð3-1Þ
Eq. (3-1) is applicable in the case of low Reynolds numbers, for diffusion of spherical particles through
a liquid, where D is the diffusion constant, c is the radius of a diffusing particle, T is the absolute tem-
perature, and j ¼ R

N, where R is the gas constant, and N is Avogadro’s number.
The high entropy of the alloy in its liquid state will potentially facilitate forming the high-entropy

phases. However, the kinetics play a very important role for phase formation. The microstructures of
HEAs can be controlled by the cooling rate, the processing routes of the alloys, and plastic deformation
in combination with various heat treatment. Thus, their properties can be optimized by controlling
processing parameters.
. XRD patterns of both splat-quenched and as-cast equi-atomic AlCoCrCuFeNi HEA. The splat-quenched HEA shows the
e of a BCC phase (aBCC = 2.87 Å), whereas the as-cast HE alloy indicates the presence of one BCC (aBCC = 2.87 Å) and two

ases. Two FCC phases are clearly visible from two overlapping peaks shown in the inset, corresponding to the two {111}
with slightly different lattice parameters (aFCC1 = 3.59 Å and aFCC2 = 3.62 Å) [15].



Fig. 3.3. Bright-field TEM images of as-cast equiatomic AlCoCrCuFeNi HE alloy: (a) dendrite and interdendritic regions; (b)
microstructure of dendritic region with plate-like precipitates oriented along the h110i directions. The corresponding electron
diffraction pattern of the [001] zone axis presented in the inset exhibits reflections of ordered BCC, B2 structure (aBCC = 2.88 Å).
The characters A–D are positions of the EDX measurements; (c) dendritic region with rhombohedron-shaped precipitates
(aFCC2 = 3.64 Å). The corresponding electron diffraction pattern of the h110i zone axis in the inset displays weak superlattice
reflections corresponding to L12 structure; (d) microstructure of the interdendritic region and corresponding electron
diffraction pattern of the h112i zone axis, showing weak superlattice reflections corresponding to L12 structure (aFCC1 = 3.58 Å)
[15].
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At present, typical processing routes for HEAs can be summarized according to the starting states
for the alloy preparation, mainly (1) from the liquid state, (2) from the solid state, (3) from the gas
state, and (4) from electrochemical process.

3.1. Preparation from the liquid state

A popular liquid processing method is arc melting. The typical furnace is shown in Fig. 3.1. The
torch temperature of the arc-melting furnace can be very high (>3000 �C), and can be controlled by
Fig. 3.4. Schematic representation of phase segregation observed during solidification of AlCoCrCuFeNi HEA by two different
processing conditions: splat quenching (cooling rate 106–107 K s�1) and casting (cooling rate 10–20 K s�1) [15].
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adjusting the electrical power. Hence, most of the high-melting elements can be mixed in their liquid
state by this kind of furnaces [99]. However, for elements with a low melting point, which are easy to
evaporate, e.g., Mg, Zn, and Mn, the arc-melting process may not be the best choice, because the com-
position cannot be precisely controlled. In this case, resistance heating or induction heating may be
much more appropriate.

Singh et al. [15] carefully studied the decomposition process of the AlCoCrCuFeNi HEA, and they
found that a high cooling rate tended to promote formation of a single phase, as presented in
Fig. 3.2. Fig. 3.3 shows the bright-field TEM images of the as-cast AlCoCrCuFeNi HEA. Five phases were
present in the as-cast sample; the interdendritic region consisting of the Cu-rich phase of an L12 struc-
ture (FCC1), dendrites containing Cu-rich plate-like precipitates of the B2 type, rhombohedron-shaped
Cu-rich precipitates of the L12 type (FCC2), Al–Ni-rich plates (B2), and Cr–Fe-rich interplates (BCC).
The structure of the spherical Cu-rich precipitates could not be determined because of their small size,
but their composition is similar to that of the plate-like Cu-rich precipitates. Thus, it can be considered
that these two phases are of the same type. Nevertheless, the Cu-rich FCC1 and FCC2 phases have dif-
ferent compositions and were identified as two separate phases. The kinetics of microstructure forma-
tion can be summarized in Fig. 3.4, which shows a strong dependence of microstructure on the cooling
rate during preparation. It can be found that high cooling rates favored the formation of polycrystal-
line phases with a size of few nanometers. However, relatively low cooling rates led to the formation
of typical dendritic and interdendritic microstructures due to elemental segregation. This work clearly
demonstrated that for certain ‘‘HEAs’’, a single solid-solution phase can only form at relatively high
cooling rates, and their high-entropy state is valid in a metastable condition. Annealing at elevated
temperatures or using slow cooling rates induces the formation of multiple phases, resulting in a dra-
matic reduction in the configurational entropy of mixing due to elemental partitioning among these
phases. Therefore, proper annealing experiments are crucial to testify if a true equilibrium state exists,
i.e., a single high-entropy solid-solution phase can form.

Tong et al. [45] summarized the kinetics of the AlxCoCrCuFeNi (x from 0 to 3.0) HEAs during the
cooling process, as shown in Fig. 3.5. For the alloy containing a high Al content, Spinodal decomposi-
tion occurs, leading to a submicron-modulated structure. Fig. 3.6 shows the XRD patterns for the alloy
having a low Al content (i.e., Al0.5CoCrCuFeNi) prepared under different conditions (as-annealed, as-
rolled, and as-homogenized). It is clear that phase formation and microstructures of the alloy are typ-
Fig. 3.5. Depiction of phase formation sequence during cooling of AlxCoCrCuFeNi alloy system with different aluminum
contents [45].



Fig. 3.6. XRD patterns of Al0.5CoCrCuFeNi alloy in the three states. QC: water quench [100].
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ical kinetically dependent [100]. After annealing at 1173 K for 5 h, for example, the diffraction peak
corresponding to the Cu-rich FCC phase becomes strong, suggesting that formation of this phase
was greatly promoted.

Another liquid technique is Bridgman solidification, which is also called the Bridgman–Stockbarger
method [101,102]. This method is named after the Harvard physicist, Percy Williams Bridgman, and
the Massachusetts Institute Technology (MIT) physicist, Donald C. Stockbarger. This technique is pri-
marily used for growing single-crystal ingots, and involves heating the polycrystalline material above
its melting point and slowly cooling it from one end of its container, where a seed crystal is located.
Fig. 3.7. A schematic diagram of the Bridgman solidification [104].



Fig. 3.8. A schematic diagram of the constitutional undercooling by G and V, here we assume that the solid and liquid interfaces
are parallel to the liquid metal of Ga–In alloys surface, and the distance between the two faces keeps constant [106].
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A single crystal of the same crystallographic orientation as the seed material is grown on the seed, and
progressively formed along the length of the container. Such process can be carried out in a horizontal
or vertical geometry. The Bridgman method is a popular way for producing certain semiconductor
crystals for which the Czochralski process [103] is more difficult, such as gallium arsenide. The differ-
ence between the Bridgman technique and the Stockbarger method is subtle. While a temperature
gradient is already in place for the Bridgman technique, the Stockbarger method requires pulling
the boat through a temperature gradient to grow the desired single crystal. When seed crystals are
not employed, polycrystalline ingots can also be produced from a feedstock consisting of rods, chunks,
or any irregularly-shaped pieces once they are melted and allowed to re-solidify. The resulting micro-
structures of the ingots as obtained are characteristic of directionally solidified metals and alloys with
the aligned grains [90,91]. Fig. 3.7 shows a typical Bridgman solidification facility cooled by a liquid
metal (a Ga–In eutectic alloy, which is a liquid at room temperature) [104]. The samples are loaded
in a crucible and melted by inductive heating or resistant heating, and then the melted alloys are grad-
ually pulled down to the liquid metal. The outside of the liquid metal is further cooled by water.

Zhang et al. [105] reported that the morphology of AlCoCrFeNi alloy changed from the dendrite
prepared by copper mould casting to the equi-axed grains by Bridgman solidification. This change
was due to the high-temperature gradient, G, the low growth velocity, V, and the high ratio of G/V
for the Bridgman solidification. For the copper-mould casting, G/V is usually low, as the G is a variable
and V is usually very high. As shown in Fig. 3.8, the high G/V value tend to decrease the constitutional
undercooling of the alloy, and thus it is possible to restrain the dendrite formation [106].

Wang et al. [107] applied a thermal-spray (TS) technology to fabricate coatings of the NixCo0.6Fe0.2-

CrySizAlTi0.2 HEAs. A typical TS plasma facility is presented in Fig. 3.9 [108,109]. In this process, finely-
divided HEA powders are initially melted on prepared substrates in order to form spray deposits. The
required heat is generated by combustible gases or electric arcs in the thermal-spraying gun. As the
target material is gradually heated up, it is converted to a molten state, and will be accelerated by
the compressed gas. The confined stream of particles is carried to the substrate, and strikes the surface
to flatten and forms thin platelets. These platelets are compatible with the irregularities of the pre-
pared surface and to each other. Moreover, these sprayed particles are accumulated on the substrate
by cooling and building up one by one into a cohesive structure. Thus, coatings are formed.

The results also indicate that the hardness of the HEAs prepared by the TS in combination with
annealing at 1100 �C/10 h is significantly increased to that of the as-cast state (1045 HV). These sam-
ples exhibited excellent coarsening resistance, resulting from the Cr3Si and several unidentified
phases. The main features found in TEM are large amounts of nano-sized precipitates and dislocations.
Note that, this NixCo0.6Fe0.2CrySizAlTi0.2 alloy system does precipitate during casting, which is quite dif-
ferent from many other HEAs. The typical TEM characterization of the as-cast NixCo0.6Fe0.2CrySizAlTi0.2

alloys with the addition/removal of Mn, Si, and Ni elements are also compared in this study. The re-
sults showed that a significant amount of nano-sized particles (ranging from 5 to 10 nm), atomic seg-
regation, twinning structures, and sub-grain structures were distributed in the matrix. The above
study further confirmed that phase formation and final microstructure of HEAs are strongly dependant
on the processing conditions. Zhang et al. [110] reported the low-cost HEA coating with a nominal



Fig. 3.9. Plasma Spray Process (Air Plasma Spray Coating). It is process sin which the metal substrate is coated with coating
giving it a smooth protective layer. This includes air plasma spraying (ASP) particles of the coating at a pre-selected particle
with velocity of about 500 meters per second [108].
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composition of 6FeNiCoCrAlTiSi prepared by laser cladding. A typical schematic [111–113] is shown in
Fig. 3.10. This technology is similar to the TS method in that it has an energy source to melt the feed
stock that is being applied to a substrate. What it differs is that it uses a concentrated laser beam as the
heat source, and it melts the substrate that the feed stock is being applied to. This technique normally
results in a metallurgical bond that has the superior bond strength over TS. The resultant coating is
dense with no voids or porosity. One of the advantages of the laser-cladding process is the laser beam
which can be focused and concentrated to a very small area and keeps the heat-affected zone of the
substrate very shallow. This feature minimizes the chance of cracking, distorting, or changing the met-
allurgy of the substrate. Additionally, the lower total heat minimizes the dilution of the coating with
materials from the substrate.

The coating prepared by laser cladding has a simple BCC solid solution with high micro-hardness,
high resistance to softening, and large electrical resistivity. After being annealed at T < 750 �C, the
coating shows high thermal stability, and its resistivity slightly decreases, but the micro-hardness al-
most remains unchanged. After annealing at T > 750 �C, the micro-hardness of the coating slowly de-
creases with increasing the decomposition rate of the BCC solid solutions [110].
Fig. 3.10. A typical high-performance laser cladding using the laser-induction hybrid cladding head [111].
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3.2. Preparation from the solid state

Mechanical alloying (MA) is a solid-state powder-processing technique involving repeated cold
welding, fracturing, and re-welding of powder particles in a high-energy ball mill [114,115]. Originally
developed to produce oxide-dispersion strengthened nickel- and iron-base superalloys for applica-
tions in aerospace industry, MA has now been shown to be capable of synthesizing a variety of equi-
librium and non-equilibrium alloys starting from blended elemental or pre-alloyed powders. MA is
akin to metal-powder processing, where metals may be mixed to produce superalloys. Mechanical
alloying occurs in three steps. First, the alloy materials are combined in a ball mill and ground to fine
powders. A hot-isostatic-pressing (HIP) process is then applied to simultaneously compress and sinter
the powders. A final heat-treatment stage helps remove existing internal stresses produced during any
cold compaction, which may have been used. This MA process has successfully produced alloys suit-
able for high-heat turbine blades and other aerospace components. The schematic for the mechanical
alloying technique is shown in Fig. 3.11 [116].

Chen et al. [117] prepared the BeCoMgTi and BeCoMgTiZn equi-molar alloys entirely composed of
HCP elements by MA. No crystalline solid solutions and compounds formed before full amorphization.
Weeber and Bakker had classified the amorphization reactions of MA in binary alloys into three types
in 1988 [118,119]. The first type (type-I) featured peak shifting of each element due to the formation
of a crystalline solid-solution phase, and then peak broadening due to the formation of an amorphous
structure. The second type (type-II) featured a decrease of elemental peaks accompanied with an in-
crease of the amorphous broad peak. The final type (type-III) featured the formation of an intermetal-
lic or intermediate compound prior to an amorphous structure [118]. The amorphization processes of
these two alloys conform the type-II amorphization of the classification proposed by Weeber and Bak-
ker et al. [118,119]. The inhibition of intermetallic compounds before amorphization is due to chem-
ical compatibility among constituent elements in company with high-entropy and deformation
effects, which enhance the mutual solubility. Direct formation of the amorphous phase instead of
the crystalline one attributes to their large range of atomic size. This mechanism could be a guideline
for the type-II amorphization of multi-component alloys.

Varalakshmi et al. [120] reported the nanocrystalline equiatomic HEAs synthesized by MA in the
CuNiCoZnAlTi system from the binary CuNi alloy to the senary CuNiCoZnAlTi alloy. An attempt has
been made to find the influence of non-equiatomic compositions on the HEA formation by varying
the Cu content up to 50 at.% (CuxNiCoZnAlTi; x = 0%, 8.33%, 33.33%, and 49.98%). The phase formation
and stability of mechanically-alloyed powders at an elevated temperature (1073 K for 1 h) were stud-
ied. The nano-crystalline equi-atomic alloys have FCC structure up to the quinary CuNiCoZn alloy and
have a BCC structure in the hexanary CuNiCoZnAlTi alloy. In non-equiatomic alloys, BCC is the
Fig. 3.11. The schematic for the mechanical alloying [116].



Fig. 3.12. A schematic diagram of the sputter method [123].
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dominating phase in the alloys containing less than 8.33 at.% Cu, and the FCC phase was observed in
alloys with a higher amount of Cu. The Vicker’s bulk hardness and compressive strength of the equi-
atomic nano-crystalline senary CuNiCoZnAlTi HEA after HIP are 8.79 and 2.76 GPa, respectively. The
hardness of these HEAs is higher than that of most commercial hard facing alloys (e.g., stellite, whose
compressive strength is 4.94 GPa).
3.3. Preparation from the gas state

To use HEA coatings as tribological applications, Chang et al. [121] prepared the (AlCrTaTiZr)Nx

multi-component coatings by using the sputtering technique which is demonstrated in Fig. 3.12
[122]. Mechanical properties, creep behaviors, deformation mechanisms, and interface adhesion of
the (AlCrTaTiZr)Nx coatings with different N contents were characterized. With increasing the
N2-to-total (N2 + Ar) flow ratio (RN) during the sputtering deposition, the (AlCrTaTiZr)Nx coatings
transformed from an amorphous phase to a nano-composite and finally a crystalline nitride structure.
The hardness of the coatings accordingly increased from 13 GPa to a high value of about 30 GPa, but
the creep strain rate also increased from 1.3 � 10�4 to 7.3 � 10�4 s�1. The plastic deformation of the
amorphous coating deposited with RN = 0% proceeded through the formation and extension of shear
bands, whereas dislocation activities dominated the deformation behavior of the crystalline nitride
coatings deposited with RN = 10% and 30%. With increasing the RN, the interface adhesion energy be-
tween the coatings and the substrates was also enhanced from 6.1 to 22.9 J/m2. On the Si substrates, a
native oxide layer might exist. Consequently, the bonding between the oxide layer and the metallic
coating with RN = 0% was weak. With increasing the RN, more N atoms were introduced and a larger
number of strong covalent bonds between N, O and Si might probably form at the interfaces, thus
enhancing the interface adhesion between the (AlCrTaTiZr)Nx coatings and the substrates. The
morphology of the surface and cross-section of the deposited films are shown in Fig. 3.13. It is clear
that the films are very uniform. In Fig. 3.13(a) and (b), no special growth feature was found in the
amorphous coating deposited with RN = 0%. When increasing the RN to 10%, a columnar structure
with a pyramid-like surface was observed in Fig. 3.13(c) and (d), suggesting formation of specific crys-
tallography in this film by introducing an N2 flow. As the RN increased to 30%, the surface morphology



Fig. 3.13. SEM surface morphologies and cross-sectional microstructures of (AlCrTaTiZr)Nx coatings deposited with different
N2-to-total flow ratios (RN): (a) surface and (b) cross-section for RN = 0%; (c) surface and (d) cross-section for RN = 10%; (e)
surface and (f) cross-section for RN = 30% [121].
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transformed to a dome-like structure coexisted with the columnar structure as seen in Fig. 3.13(e) and
(f), implying the further change in the crystallographic structure with a high N2 flow.

Lin et al. [124] reported that the (AlCrTaTiZr)Ox films deposited at 623 K by direct current (DC)
magnetron sputtering from HEA target. Oxygen concentration increases with the oxygen flow ratio
(RO), and saturates near 67 at.%. As-deposited films have an amorphous structure, but the morphology
of these films are different as shown in Fig. 3.14. The metallic film is composed of grains about 20 nm,
and smaller granules were seen in the grains without oxygen. The cross-section image shows column-
like structure along the growth direction. The smaller granules are amorphous clusters, the ‘‘grains’’
are agglomerations of the clusters, and the columns are thus bundles of the agglomerations caused



Fig. 3.14. Field Emission Scanning Electron Microscopy (FE-SEM) images of the as-deposited films: (a) plane view and (b) cross-
section images of AlCrTaTiZr metallic films; (c) plane view and (d) cross-section images of films deposited at oxygen flow ratio
(RO) = 2.5%; (e) plane view and (f) cross-section images of films deposited at RO = 15%; (g) plane view and (h) cross-section
images of films deposited at RO = 50% [124].
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from the film growth during sputtering. After addition of 2.5% oxygen to the atmosphere, the contrast
of the films fades, the morphology becomes unclear, and the column structure disappears. The film is
dense with no low density columnar grain boundaries. However, the surfaces of the films prepared at
RO = 15% become rougher and show mosaic of crack network. The average mosaic unit size is around
30 nm. The cross section of the film shows lots of discrete pellets, which indicates that the film integ-
rity is poor and easy to induce local cracking. At RO = 50%, the morphology is similar to the mosaic of
cracks at RO = 15%, which is attributable to the tensile stress induced by the thermal expansion coef-
ficient difference between the film and substrate during cooling. The hardness of these films varies in
the range of 8–13 GPa. All amorphous oxide films maintain their amorphous structure up to 800 �C for
at least 1 h. After annealing at 900 �C for 5 h, crystalline phases with the structures of ZrO2, TiO2, or
Ti2ZrO6 form. Annealing enhances mechanical properties of the films, and the hardness and modulus
can reach the values of about 20 and 260 GPa, respectively. The resistivity of the metallic films is
around 102 lX cm but drastically rises to 1012 lX cm when the oxygen concentration increases.
Fig. 4.1. (a) The addition of Nb elements into this HEA changes the original phase constitution, which yields the formation of
ordered Laves phase besides solid solution phase. (b) The compressive stress–strain curves of the AlCoCrFeNiNbx rod samples
with a diameter of 5 mm (x = 0, 0.1, 0.25, and 0.5) [135].
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3.4. Electrochemical preparation

Yao et al. [125] prepared the BiFeCoNiMn HEA film using an electrochemical method. SEM shows
that the surface of the film was grained, and the nano-rods with a high aspect ratio of 10 were
obtained by potentiostatic electrodeposition in the N, N-dimethylformamide (DMF)–CH3CN organic
system. An amorphous film of Bi19.3Fe20.7Co18.8Ni22.0Mn19.2 was obtained by potentiostatic electrode-
position at �2.0 V, but a main solid solution phase with a FCC structure was identified by XRD and
selected area electron diffraction (SAED) patterns after the films were annealed under N2 atmosphere.
Also, the differential thermal analysis (DTA) curve verified that the film was crystallized by the heat
treatment at 762 K. The as-deposited films show soft magnetic behavior, and hard magnetic anisot-
ropy was observed in the annealed films. Limited work on preparing HEAs by electro-deposition
was reported, but definitely, this fabrication route provide an innovative approach to develop new
HEAs with unique properties.
4. Properties

The constitution of materials science usually contains four components, which forms the materials
science tetrahedron. They include: (1) compositions and structures; (2) processing; (3) properties; and
(4) performance. Sometimes, the characterization or the modeling and simulation can also be thought
as the center of the tetrahedron. In this chapter, the mechanical, physical, and chemical properties of
HEAs are described as follows.
4.1. Mechanical behavior

Superior structural alloys remain in a high demand for some extreme environmental engineering,
particularly in the nuclear, turbine, and aerospace industries. Owing to microstructures, HEAs are re-
ported with high hardness and high compressive strength both at room temperature and elevated
temperatures [2,21,100,126–130,4]. HEAs have shown great integrated tensile properties, including
both high ultimate tensile strength and reasonable ductility [100,131,132]. Overall, it has been re-
ported that the FCC-structured HEAs exhibit low strength and high plasticity, and BCC-structured
HEAs show high strength and low plasticity. Thus, the structure types are the dominant factor for
controlling the strength or hardness of HEAs. In this chapter, we review some of the HEAs papers
Fig. 4.2. Compressive true stress–strain curves of AlCoCrFeNiTix alloy rods with a diameter of 5 mm [12].



Fig. 4.3. As the cooling rate was increased, both the strength and the plasticity are enhanced significantly. Compressive true
stress–true strain curves for the AlCoCrFeNi alloy samples with different diameters [129].
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concerning mechanical properties: what has been reported, and what the deformation mechanisms
are. Thus, the design and development of HEAs to the next level is suggested.
4.1.1. Mechanical behavior at room temperature
For room-temperature mechanical properties of HEAs, the yield strength can be varied from

300 MPa for the FCC-structured alloys, such as CoCrCuFeNiTix system, to about 3000 MPa for the
BCC-structured alloys, such as AlCoCrFeNiTix system [12,13]. The values of Vickers hardness range
from 100 to 900. The structure types are one of the dominant factors for controlling the mechanical



Fig. 4.4. Compressive yield strength of AlxCoCrCuFeNi alloy system tested at different temperatures: (A) Al0.5CoCrCuFeNi, (B)
Al1.0CoCrCuFeNi, and (C) Al2.0CoCrCuFeNi alloys [2].

Fig. 4.5. Hardness, strengths, and elongation as a function of temperature for as-rolled samples [100].
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behavior of HEAs at room temperature. Here, we would like to discuss two other effects on mechanical
behavior.
4.1.1.1. Alloying effects. Like other conventional alloys, small amounts of alloying elements can also be
added to HEAs to increase or decrease the strength, plasticity, hardness, etc. The addition of one alloy-
ing element to improve one property may have unintended effects on other properties. For example, in
order to investigate the differences of effects of various alloying elements on mechanical properties of
AlCoCrFeNi alloy, the effects of C, Mo, Nb, Si, Ti elements on AlCoCrFeNi alloy have been investigated
systematically [12,133–135].

Ma and Zhang [135] studied the Nb alloying effect, finding that the microstructures and properties
of the AlCoCrFeNbxNi HEAs became two phases in the prepared AlCoCrFeNbxNi HEAs: one is body-cen-
tered-cubic (BCC) solid solution phase (Fig. 4.1(a)); the other is the Laves phase of (CoCr)Nb type. The



Fig. 4.6. Hardness, strengths, and elongation as a function of temperature for as annealed samples [100].

Fig. 4.7. Microstructure of the AlCrCuNiFeCo HEA in (a) as-cast and (b) hot-forged conditions [131].
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microstructures of the alloy series vary from hypoeutectic to hypereutectic, and the compressive yield
strength and Vickers hardness have an approximately linear increase with increasing Nb content as
shown in Fig. 4.1(b) [135].

Zhou et al. [12] investigated the Ti alloying effect on AlCoCrFeNiTix, designed by using the strategy
of the equiatomic ratio and high entropy of mixing. The alloy system is composed primarily of the BCC
solid solution and possesses excellent room-temperature compressive mechanical properties, as
shown in Fig. 4.2. Particularly for the AlCoCrFeNiTi0.5 alloy, the yield stress, fracture strength, and plas-
tic strain are as high as 2.26 GPa, 3.14 GPa, and 23.3%, respectively, which are superior to most of the
high-strength alloys such as bulk metallic glasses [12,136].
4.1.1.2. Cooling-rate effects. The high cooling rates are effective for reducing the inter-dendrite compo-
sition segregation and making the microstructure more uniform, and the ductility can be improved
while the yield strength has no significant change.

Wang et al. [129] studied the cooling rates effects on the microstructure and mechanical behaviors
of a HEA of AlCoCrFeNi by preparing as-cast rod samples with different diameters. Smaller diameter



Fig. 4.8. Typical stress–strain curves of AlCoCrCuFeNi (a) the as-cast and (b) hot forged samples deformed at different
temperatures and the initial strain rate of 10�3 s�1 [131].

Fig. 4.9. Photographs of AlCoCrCuFeNi tensile samples after deformation at 1000 �C: (a) a non-deformed sample; (b) as-cast
sample (d = 77%); and (c) forged sample (d = 864%). _e ¼ 10�3 s�1 [131].
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rod samples have higher cooling rate when using the same equipment. He found that the cast samples
have the same phase of BCC solid solution while higher cooling rates lead to more uniform microstruc-
tures with reduced inter-dendrite composition segregation as shown in Fig. 4.3(a–d) [129]. With
decreasing the casting diameter, which means the increasing cooling rate, both the strength and
the plasticity are increased slightly, as shown in Fig. 4.3(e). From the fractographs, the samples exhibit
features typical of cleavage fracture. The sample was fractured in the vertical direction to the side,
which may be helpful to the large plasticity for higher cooling rate specimens. This work may contrib-
ute to exploring the application of HEAs, especially when seeking different mechanical properties with
the same chemical composition.

4.1.2. Mechanical behavior at elevated temperatures
The high-temperature properties of the HEAs were also extensively studied [14,100,127,131]. Like,

conventional alloys, the microstructures and mechanical properties can be tuned to achieve the opti-
mum. Fig. 4.4 shows that the yield strength decreases with increasing the testing temperature [2]. It is
seen that the low Al-content alloy exhibits low yield strength, but it decreases slowly with increasing
temperature. Fig. 4.5 presents the change in mechanical properties of the Al0.5CoCrCuFeNi HEA of the



Fig. 4.10. SEM images of the AlCoCrCuFeNi fracture surfaces of tensile samples after tensile deformation at room temperature:
(a and b) as-cast and (c and d) hot-forged conditions [131].
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rolled sample as the temperature increased [100]. Fig. 4.6 shows mechanical properties of the Al0.5-

CoCrCuFeNi HEA of annealed samples as a function of the testing temperature [100]. It is shown that,
after annealing, the strength and hardness decrease while the elongation increases, and the strength
decreases slowly with increasing the temperature, which means that heat-treatment will have the
most impact on the mechanical properties, especially at elevated temperatures. We would like to dis-
cuss the heat-treatment effect on high temperature properties of HEAs, including high-performance
HEAs at elevated temperatures, called refractory HEAs.

4.1.2.1. Heat-treatment effects. Fig. 4.7 presents the microstructure of the AlCrCuNiFeCo HEA in (a) as-
cast and (b) hot-forged conditions [131]. Considerable refinement of the cast microstructure was ob-
served after extensive multi-step forging at 950 �C. Fig. 4.8 exhibits the typical stress–strain curves of
the as-cast (a) and hot-forged (b) samples deformed at different temperatures with an initial strain
rate of 10�3 s�1 [131]. We find that, after forging, the alloy is considerably softer and much more
deformable than the as-cast alloy. Fig. 4.9 exhibits the photographs of tensile samples after deforma-
tion at 1000 �C: (a) a non-deformed sample; (b) an as-cast sample (tensile ductility, d = 77%); and (c) a
forged sample (d = 864%) at a strain rate of 10�3 s�1. The forged sample demonstrates highly homoge-
neous flow, great resistance to neck formation, and exceptionally high elongation of 864%. Fig. 4.10
presents the corresponding SEM images of the fracture surfaces of samples after tensile-testing defor-
mation at room temperature: (a and b) as-cast and (c and d) hot-forged conditions [131]. At low mag-
nification, the as-cast alloy sample has a coarse-faceted appearance [Fig. 4.10(a)], whereas the forged



Fig. 4.11. Compressive engineering stress–strain curves of NbMoTaW and VNbMoTaW HEAs at room temperature and high
temperatures [14].

Fig. 4.12. The temperature dependence of the specific yield-strength of the TaNbHfZrTi alloy in comparison with that for
TaNbMoW, TaNbVMoW, and CrCoCuFeNiAl0.5 cast alloys [128].
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Fig. 4.13. The SEM backscatter images of the NbMoTaW (a and b) and VNbMoTaW (c and d) HEAs after the deformation at
1,673 K. [14].
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sample has fine granular appearance [Fig. 4.10(c)]. This observation is consistent with the much smal-
ler grain/particle size of the forged condition than the as-cast condition. High magnification images
confirm brittle, quasi-cleavage, fracture of the as-cast alloy, with such characteristic features as flat
facets, angular faceted steps, river-pattern markings, cleavage feathers, and tongues [Fig. 4.10(b)].
At the same time, higher-magnification images of the forged sample confirm a mixed type of brittle
and ductile fracture [Fig. 4.10(d)]. The brittle type fracture is reflected by the presence of flat facets
with characteristic river-pattern markings inside large dimples while the ductile type fracture is re-
flected in numerous dimples of different diameters surrounding the flat facets. It is likely that, during
tensile deformation of the forged sample, cracks are formed at the interfaces of the BCC and FCC par-
ticles by brittle fracture, and then the crack opening into voids occurs by plastic deformation of near-
est, more ductile regions [131].
4.1.2.2. Refractory HEAs. Currently, Ni-based superalloys already have the great combination of ele-
vated temperature properties, including creep resistance, corrosion resistance, and damage tolerance,
but operating temperatures are reaching the theoretical limits of these materials. The high entropy
alloying (HEA) approach was used to develop new refractory alloys, which contain several principal



Fig. 4.14. The engineering stress–strain compression curves of the NbCrMo0.5Ta0.5TiZr alloy samples after HIP at 296 K, 1073 K,
1273 K, and 1473 K [127].

Fig. 4.15. SEM secondary electron images of the fracture surface of a NbCrMo0.5Ta0.5TiZr alloy samples after compression
deformation at room temperature [127].
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alloying elements at near equiatomic concentrations, using new metallic materials with higher melt-
ing points, such as refractory molybdenum (Mo) and niobium (Nb) alloys [14,16,126–128].



Fig. 4.16. The compressive true stress–strain curves of the AlCoCrFeNi HEA at (a) 298 and (b) 77 K. The yield strengths and
fracture strengths at cryogenic temperatures increase distinguishingly, compared to the corresponding mechanical properties
at ambient temperature [137].
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Senkov et al. [14] reported the yield strength of NbMoTaW and VNbMoTaW alloys at elevated
temperatures as shown in Fig. 4.11. From Fig. 4.11, we can see that the V addition is beneficial to
increasing the strength, but not suitable for the heat-softening resistance. Fig. 4.12 exhibits the
specific yield-strength change with increasing the temperature for the TaNbHfZrTi, TaNbMoW,
TaNbVMoW, and CrCoCuFeNiAl0.5 cast alloys [128]. It can be seen that the high specific yield strength
of the CrCoCuFeNiAl0.5 HEAs can be sustained over to 1100 K, and the TaNbMoW HEA can sustain its
high specific strength to 1800 K. Fig. 4.13 shows the backscatter images of the NbMoTaW and
VNbMoTaW HEAs after the deformation at 1673 K [14].

Lower density and better room temperature ductility are required if we seek for applications in the
aerospace engineering. By replacing V, Ta, and W in the NbMoTaW and VNbMoTaW alloys with lighter
Cr, Mo, and Zr, respectively, the density of the new refractory NbCrMo0.5Ta0.5TiZr HEAs alloy was re-
duced to 8.2 g/cm3. In addition, the new alloy showed improved room temperature ductility, relative
to the NbMoTaW and VNbMoTaW alloys. Fig. 4.14 exhibits the engineering stress–strain compression



Fig. 4.17. The low and high magnifications for the fracture surfaces of the AlCoCrFeNi HEA at 298 K shown in (a) and (b),
respectively; The lateral surface of the deformed sample of the AlCoCrFeNi HEA at 298 K shown in (c); The low and high
magnifications for the fracture surfaces of the AlCoCrFeNi HEA at 77 K shown in (d) and (e), respectively; The lateral surface of
the deformed sample of the AlCoCrFeNi HEA at 77 K shown in (f) [137].
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curves of the NbCrMo0.5Ta0.5TiZr alloy samples after HIP at 296 K, 1073 K, 1273 K, and 1473 K [127].
During deformation at 296 K, the yield strength was 1595 MPa and continuous strengthening occurred
until the alloy fractured by localized shearing at maximum strength of 2046 MPa accumulating about
a 5% strain. During testing at T = 1073 K, yield strength decreased to 983 MPa, the peak strength of
1100 MPa was achieved at a strain of 4.2%, and the sample fractured by shearing at a strain of about
6%, after a decrease in strength to 1050 MPa. An increase in the testing temperature to 1273 K resulted
in a considerable softening of the alloy after a short stage of strain hardening. At this temperature,
yield strength (r0.2) = 546 MPa, compressive strength (rp) = 630 MPa, and the minimum strength
achieved during strain softening was 393 MPa after a plastic strain of about 22%. At this temperature,
the sample did not fracture. An increase in the temperature to 1473 K, led to a further decrease in the
flow stress of the alloy, and r0.2 was 170 MPa. The peak stress of 190 MPa was reached shortly
after yielding, followed by weak softening and a steady state flow at the minimum strength



Fig. 4.18. At all temperatures to 4.2 K, the Al0.5CoCuCrFeNi HEA possesses high plasticity under compression. At temperatures
below 15 K, the curves show a serrated shape. The inserted figure illustrates a typical serrated stress–strain curve [138].
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(rmin) = 135 MPa. No sample fracture occurred at this temperature. Fig. 4.15 presents the SEM second-
ary-electron images of the fracture surface of a NbCrMo0.5Ta0.5TiZr alloy samples after compression
deformation at room temperature [127]. It shows a combination of plastic and brittle deformation
mechanism. The formation of dimples is convincing evidence of plastic deformation [Fig. 4.15(b and
c)] while the microstructure of teared pieces is the symbol of quasi-cleavage fracture of the FCC
(Laves) phase, as well as along the interfaces [Fig. 4.15(a and d)].

In summary, refractory HEA is a unique idea and relatively new field. Compared to compositions
with 3d elements, refractory HEAs (4d elements) show exceptionally bright mechanical properties,
especially at elevated temperatures. More research fields including new compositions and fracture
mechanism need to be explored.
4.1.3. Mechanical behavior at cryogenic temperatures
It is fully acknowledged that the low-temperature mechanical properties are particularly critical

for real applications of metallic alloys. The mechanical behaviors of HEAs at cryogenic temperatures
are yet to be investigated in detail. It is also known that FCC metal does not show a ductile–brittle
transition temperature (DBTT), so should we expect the same for FCC HEAs? Meanwhile, because DBTT
is known for BCC metals, has anybody done work on deformation of BCC HEAs at low T? The aim of
this chapter is to review the compressive characteristics of both BCC and FCC HEAs at cryogenic
temperatures.

Qiao et al. studied the compressive characteristics of a single-phase BCC HEA with the composition
of AlCoCrFeNi at 77 K [137]. For the AlCoCrFeNi HEA, there is no obvious ductile to brittle transition
even the temperature is lowered to 77 K. Comparing with the compression properties at different tem-
peratures, the yielding strengths and fracture strengths of the AlCoCrFeNi HEA increase by 29.7% and
19.9%, respectively, when the temperatures decrease from 298 to 77 K, as shown in Fig. 4.16. However,
the fracture strains change gently while the fracture modes at 298 and 77 K are intergranular and
transgranular, respectively as shown in Fig. 4.17 [137]. This means that the DBTT of the AlCoCrFeNi
BCC HEA is lower than 77 K.

Laktionova et al. [138] studied the deformation peculiarities of Al0.5CoCrCuFeNi alloy by in a tem-
perature range from 300 K to 4.2 K. The alloy has been found to provide a high strength and plasticity
greater than 30% in this temperature range: the yield stress amounts to 450 MPa for 300 K and



Fig. 4.19. S–N curves comparing the fatigue ratios of the Al0.5CoCrCuFeNi HEA, other conventional alloys and bulk metallic
glasses [139].
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750 MPa for 4.2 K as shown in Fig. 4.18. At temperatures below 15 K, the smooth behavior of the
stress–strain curves changes to the jump-like one, called serration behavior. This trend is proposed
to be related to the change of deformation mechanisms, which is discussed in details in Section 5.
Thus, FCC HEAs do not exhibit DBTT, like FCC metals.
4.1.4. Fatigue behavior
Many potential applications for HEAs, such as aircraft engine components, frequently encounter

cyclic loading. If we seek for the application in the aerospace industry or other area, besides monotonic
loading, the fatigue behavior and lifetime prediction are one of the most significant factors, which are
required to be studied and explored, yet rarely reported. The limited publication published so far is
concerning the fatigue behavior of Al0.5CoCrCuFeNi HEAs, discussed as below.

Hemphill et al. [139] studied fatigue behavior of the Al0.5CoCrCuFeNi HEA and compared the results
to many conventional alloys, such as steels, titanium alloys, and advanced BMGs. Fig. 4.19(a) shows
that a typical stress range vs. the number of cycles to failure (S–N) curves comparing fatigue ratios
[fatigue ratio = fatigue endurance limit/ultimate tensile strength (UTS)) of the Al0.5CoCrCuFeNi HEA



Fig. 4.20. Plots comparing (a) the fatigue endurance limits and (b) the fatigue ratios of the Al0.5CoCrCuFeNi HEA as a function of
the UTS of other structural materials and BMGs [139].
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to other conventional alloys, and BMGs [140]. The lower bound of the fatigue ratios of HEAs compares
favorably to those of steels, titanium, and nickel alloys, and outperforms zirconium alloys as well as
some of the Zr-based BMGs. Moreover, for some materials, such as ultra-high strength steels and
wrought aluminum alloys, their high tensile strengths result in lower fatigue ratios due to their brittle
nature. The strong group (which is defined as samples in the group contain fewer fabrication defects
and can reveal the intrinsic fatigue behavior of the HEA) of HEAs tends to outperform these materials
by displaying a greater fatigue ratio than materials with comparable tensile strengths due to the re-
duced number of defects. The upper bound of the fatigue limit of HEAs is significantly higher than that
of other conventional alloys and BMGs, showing that HEAs have the potential to outperform these
materials in structural applications with improved fabrication and processing.

Fig. 4.19(a) illustrates the fatigue-endurance limits for the Al0.5CoCrCuFeNi HEA as a function of
UTS. One reason for the high fatigue strength of HEAs is the high tensile strength of these materials.
It can be clearly seen that as the UTS increases the fatigue-endurance limit also increases in a linear
fashion, approximately equal to 0.5 for most materials [139]. HEAs follow a similar pattern and even



Fig. 4.21. (a) Weight gain test of Al00Ti05 (Co1.5CrFeNi1.5Ti0.5), Al02Ti05 (Al0.2Co1.5CrFeNi1.5Ti0.5), Al00Ti10 (Co1.5CrFeNi1.5Ti),
Al02Ti10 (Al0.2Co1.5CrFeNi1.5Ti), SUJ2 (AISI 52100) and SKH51 (AISI M2) specimens at 600�C (873 K) and 800 �C (1073 K) for
24 h. The data is presented as weight increase per unit area after test. (b) Hot hardness vs. temperature plots for Al00Ti10,
Al02Ti10, SUJ2 and SKH51 specimens from room temperature to 900 �C (1173 K) [140].
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exceed this ratio, with an upper bound of 0.703. To better compare the fatigue performance of HEAs
with other materials with respect to their UTS, the fatigue ratios are used as shown in Fig. 4.19(b).
Fig. 4.20(a) illustrates this relationship comparing the fatigue-endurance limit vs. UTS. Its high tensile
strength may contribute to the high fatigue strengths of HEAs. It can be clearly seen that as the UTS
increases the endurance limit will also increase in a linear fashion, approximately equal to 0.5 for most
materials [139]. HEAs follow a similar pattern and even exceed this ratio, with an upper bound of
0.703 as shown in Fig. 4.20(b).

These results are highly encouraging for excellent fatigue resistance in HEAs and with potential
long fatigue life, even at stresses approaching the ultimate stress. Because of the lack of the literature
on the fatigue behavior of HEAs, the focus of the continuing studies should be placed on the data
points that show an unexpectedly long fatigue life. If the necessary information on the fatigue resis-
tance can be found and a prediction model for fatigue specimens can be developed, HEAs have a bright
future in various applications for components in fatigue environments.
4.1.5. Wear behavior
Although it is cheaper than most superalloys and Ti alloys, the cost of HEAs are still higher than

that of steel, owing to the use of some expensive elements, such as Co and Cu. Thus, HEAs show more



Fig. 4.22. Vickers hardness and wear coefficient of AlxCoCrCuFeNi alloys with different aluminum contents [141].
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competitive and potential for use in tools, molds, and structural components, so wear is a fundamental
phenomenon in these applications. Tests on the wear behavior of HEAs have been conducted under
abrasive conditions and adhesive conditions.

Chuang et al. [140] reported that the wear resistance of the Co1.5CrFeNi1.5Ti and Al0.2Co1.5CrFeNi1.5Ti
alloys are better than that of conventional wear-resistant steels with similar hardness as shown in
Fig. 4.21. Increasing the molar ratio of Ti significantly increases the volume fraction of g precipitates.
The addition of Al decreases the amount of the coarse g phase in the interdendritic (ID) regions and
triggers the formation of the needle-like g phase with Widmanstätten structures in the Al-rich regions
of the ID [140]. The difficulty in effectively relocating Al results in this phenomenon. The hardness
values of Co1.5CrFeNi1.5Ti and Al0.2Co1.5CrFeNi1.5Ti alloys are HV 654 and HV 717, respectively, because
of the strengthening effect from the hard g phase [140]. The excellent anti-oxidation property and
resistance to thermal softening in these HEAs are proposed to be the main reasons for the excellent
wear resistance.

Alloying can affect the wear behavior of HEAs. Wu et al. [141] studied adhesive wear behavior of
AlxCoCrCuFeNi HEAs as a function of aluminum content. He found that, for higher Al content, the worn
surface is smooth and yields fine debris with a high oxygen content, which gives a large improvement
in wear resistance as shown in Fig. 4.22. The reason of this improvement is attributed to its high hard-
ness, which not only resists plastic deformation and delamination, but also brings about the oxidative
wear in which oxide film could assist the wear resistance [141].

4.1.6. Summary
Up to now, some HEAs with unique properties have been reported: e.g., high-strength body-cen-

tered-cubic (BCC) AlCoCrFeNi HEAs at room temperature, and refractory VNbMoTaW at elevated tem-
peratures. For room-temperature mechanical properties of HEAs, the yield strength can be varied from
300 MPa for the FCC-structured alloys to about 3000 MPa for the BCC-structured alloys. The alloy and
cooling-rate effects can change the microstructures and influence mechanical properties. At elevated
temperatures, the high specific yield strength of the Al0.5CrCoCuFeNi HEAs can be sustained over to
1100 K, and the TaNbMoW refractory HEA can sustain its high specific strength to 1800 K. Like con-
ventional alloys, heat-treatment process is also one of the most crucial factors on affecting mechanical
properties. At cryogenic temperatures, for the Al0.5CoCrCuFeNi HEA, there is no obvious ductile to brit-
tle transition even the temperature is lowered to 4.2 K.

On the other hand, HEAs also possess both high fatigue resistance and high wear resistance. For
fatigue behavior, Al0.5CoCrCuFeNi HEAs was studied and compared to many conventional alloys, such
as steels, titanium alloys, and advanced bulk metallic glasses. The Al0.5CoCrCuFeNi HEAs could have
supreme fatigue resistance outperforming conventional alloys and BMGs, if the inclusion contents



Fig. 4.23. Magnetization curves of the as-cast and as-annealed CoCrFeNiCuAl high entropy alloys: (a) the hysteresis loops and
(b) the temperature dependence of magnetization (M(T)) curves while cooling the alloys at 200 Oe [142].
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can be reduced in the HEA. For wear behavior, the wear resistances of the Co1.5CrFeNi1.5Ti and Al0.2-

Co1.5CrFeNi1.5Ti alloys are better than that of conventional wear-resistant steels with similar hardness.
4.2. Physical behavior

Ma and Zhang [135] reported that the AlCoCrFeNbxNi (x = 0, 0.1, 0.25, 0.5, and 0.75) HEAs exhibit
ferromagnetic properties, because their permeability (v) is in the range of 2.0 � 10�2–3.0 � 10�3.
While for the Ti0.8CoCrCuFeNi and TiCoCrCuFeNi alloys, they exhibit superparamagnetic properties
[13], which is due to the nano-particles forming in the alloy.



Fig. 4.24. Electrical conductivity r (a), thermal conductivity (b), thermal-expansion (CTE) (c), and Curie temperature and
molecular field as a function of x in AlxCoCrFeNi alloys (d) [144].
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Fig. 4.23 presents the magnetic hysteresis loops of the as-cast and as-annealed CoCrFeNiCuAl HEAs
measured at room temperature. Both alloys show excellent soft magnetic properties. Saturated mag-
netizations (Ms), remanence ratio (Mr/Ms), and coercivity (Hc) of the as-cast and as-annealed alloys are
estimated to be 38.18 emu/g, 5.98%, 45 Oe, and 16.08 emu/g, 3.01%, 15 Oe, respectively. Zhang and co-
workers [13] had investigated the magnetic properties of CoCrCuFeNiTix alloys, which exhibited sat-
urated magnetization lower than 2 emu/g. Compared with the magnetic properties of bulk metals,
both the as-cast and as-annealed CoCrFeNiCuAl alloys show high Ms and low Hc. The alloys present
comparable magnetic properties with the soft ferrite and can be utilized as soft magnetic materials.
On the other hand, the as-cast alloy exhibits a similar super-paramagnetic curve, which can be attrib-
uted to the nanoscaled microstructure. The decrement of Ms in the as-annealed alloy resulted from the
structure coarsening and phase transformation. Fig. 4.23(b) depicts the temperature dependence of
magnetization [M(T)] curves of the as-cast and as-annealed alloys, while cooling them to liquid nitro-
gen at 200 Oe. The results clearly reveal a ferromagnetic transition of both alloys at all temperatures.
The M(T) curves also indicate the high Curie temperature (Tc) of both alloys [142].

Chen and Kao [143] reported that the electrical resistivity of the Al2.08CoCrFeNi HEA is very close to
a constant over a temperature range from 4.2 to 360 K. The average temperature coefficient of resis-
tivity (TCR) from 4.2 to 360 K is 72 ppm/K, with a half-parabolic shape in its resistivity-temperature
curve that is similar to Manganin (Manganin is a trademarked name for an alloy of Cu86Mn12Ni2). It
was first developed by Edward Weston in 1892. Manganin foils and wires are used in the manufacture
of resistors, particularly ammeter shunts, because of their virtually zero temperature coefficient of
resistance value and long-term stability. Several Manganin resistors served as the legal standard for
the ohm in the United States from 1901 to 1990. Manganin wires are also used as an electrical
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conductor in cryogenic systems, minimizing the heat transfer between points, which need electrical
connections. Manganin is also used in gauges for studying high-pressure shock waves (such as those
generated from the detonation of explosives because it has low strain sensitivity but high hydrostatic
pressure sensitivity. It indicates that the phonon effect on this alloy keeps nearly the same through
this temperature range.

Chou et al. [144] reported the electrical conductivity, r, as shown in Fig. 4.24(a), thermal conduc-
tivity, in Fig. 4.24(b), the coefficient of thermal expansion (CTE) in Fig. 4.24(c), and the Curie temper-
ature, Tc, together with molecular field, in Fig. 4.24(d), as a function of composition, x, in the
AlxCoCrFeNi alloys. The electrical conductivity, r, for AlxCoCrFeNi can be divided into three parts
according to the microstructure of the alloys. The electrical conductivity decreases with increasing
x in the single-phase (FCC or BCC) regions, while it has a minimum at x = 0.875 in the duplex-phase
(FCC + BCC) region. The electrical conductivity in the duplex-phase region is smaller than that in
the single phase.

The electrical resistivity, which is the inverse of r, is influenced by the electron–electron interac-
tion (T1/2), magnetic effect (T2), and phonon (T3) [144]. At temperatures very near absolute zero tem-
perature, a Kondo-type term, lnT, may appear in the expression of electrical resistivity for dilute
magnetic atoms in nonmagnetic alloys. At intermediate temperatures, e.g., 100–200 K, T and T2 may
contribute to electrical resistivity. At temperatures higher than the Debye temperature where the
thermal effect is significant, electrical resistivity is proportional to the temperature, T, and electrical
resistivity may be written as
Fig. 4.2
1 N H2S
q ¼ qo þ cT ð4-1Þ
here qo is the residual electrical resistivity at 0 K.
Thermal conductivity, j(T), is generally obtained from measurements of thermal diffusion coeffi-

cient, a(T), specific heat, C(T), and density, q(T), of a material at a temperature, T, and then calculated
according to the following equation [144],
jðTÞ ¼ aðTÞ � CðTÞ � qðTÞ ð4-2Þ
Fig. 4.24(b) shows j(T) as a function of x for the AlxCoCrFeNi HEAs. At a specific T, j(x) decreases with x
in each single-phase region for both FCC and BCC structures, and thermal conductivity for BCC
5. Comparisons of the anodic polarization curves for the Al0.5CoCrCuFeNi alloy and the 304 stainless steel in deaerated
O4 [150].
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structure is greater than that for FCC structure. Thermal conductivity in the FCC + BCC duplex region is
the lowest for each specific T.

As shown in Fig. 4.24(c), CTE for the AlxCoCrFeNi alloys decreases with x. The Curie temperature
presented in Fig. 4.24(d) increases with x in the FCC- and BCC-single-phase regions, and reaches a min-
imum in the duplex FCC + BCC region. Using the invar effect to measure this second-order phase tran-
sition, one can have accurate data for the Curie temperature. The corresponding molecular field of the
order of 107 Oe, shown in Fig. 4.24(d), is also estimated by assuming the magnetization of each alloy
being with one Bohr magneton.

Yang et al. [145] also reported the electrical resistivity of NbTiAlVTaLax, CoCrFeNiCu, and CoCrFe-
NiAl HEAs. With the increase of La addition, the resistivities of NbTiAlVTaLax alloys increase. With
increasing the temperature, the resistivity of the CoCrFeNiCu alloy decreases, while the CoCrFeNiAl al-
loy increases.

Kao et al. [146] studied the electrical, magnetic, and Hall properties of the AlxCoCrFeNi HEAs, and
found a Kondo-like behavior. Generally, the Kondo effect describes the scattering of conduction elec-
trons in a metal due to magnetic impurities. It is a measure of how electrical resistivity changes with
temperature, which is usually observed in the dilute alloy systems. The Kondo-effect likely appears in
alloys containing rare-earth elements like cerium, praseodymium, and ytterbium, and actinide ele-
ments like uranium.

Lucas et al. [147] studied the magnetic properties of the FeCoCrNi HEAs, and evaluated their poten-
tial applications at high temperatures, and suggested that the inclusion of Cr, which is an anti-ferro-
magnetic element, will not be good for the magnetic properties, and Pd would be much better to
substitute for Cr. Singh et al. [148] further studied magnetic hardening of the AlCoCrCuFeNi HEAs
by a 3-dimension atom probe (3D-AP) and TEM, and indicated the decomposition of CrFeCo-rich re-
gions into FeCo-rich and Cr-rich domains, respectively.
4.3. Biomedical, chemical and other behaviors

Braic et al. [149] investigated the biomedical properties of (TiZrNbHfTa)N and (TiZrNbHfTa)C HEA
coatings. It reported that the HEA carbide coating exhibited high hardness of about 31 GPa, and good
friction behavior and wear resistance when tested in simulated body fluids. Cell-viability tests proved
that the osteoblast cells were adherent to the coatings, and very high percentages (>80%) of live cells
were observed on the sample surface after 72 h incubation time.

Lee et al. [150] reported the corrosion resistance of the HEA of Al0.5CoCrCuFeNi. Fig. 4.25 shows that
the corrosion potential (Ecorr) of the Al0.5CoCrCuFeNi HEA (�0.080 VSHE) is apparently more noble
than that of the 304 stainless steel (�0.151 VSHE), and the corrosion current density (icorr) of the
Al0.5CoCrCuFeNi HEA (3.19 lA/cm2) is also lower than that of the 304 stainless steel (33.18 lA/cm2)
Fig. 4.26. TEM image of the Cu/NbSiTaTiZr/Si test structure after 800 �C annealing. Inset shows the high resolution image of the
NbSiTaTiZr barrier [153].
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by an order of magnitude in a 1 N H2SO4 solution. Additionally, the 304 stainless steel has a wider region
of the passive potential than the Al0.5CoCrCuFeNi HEA. Clearly, the Al0.5CoCrCuFeNi alloy is more resistant
to general corrosion than the 304 stainless steel (higher Ecorr, lower icorr) in the 1 N H2SO4 solution.

Chen et al. [99] studied the microstructure and electrochemical properties of Cu0.5NiAlCoCrFeSi
HEAs, and made a comparison of corrosion properties between the HEAs and the type-304 stainless
steel. The anodic-polarization curves of the HEAs, obtained in aqueous solutions of NaCl and H2SO4,
clearly indicated that the general corrosion resistance of the HEAs at ambient temperature is superior
to that of 304 stainless steels, irrespective of the concentration of an electrolyte in the range of
0.1–1 M. On the other hand, the HEAs’ resistance to pitting corrosion in a Cl� environment is inferior
to that of 304 stainless steel, as indicated by a lower pitting potential and a narrower passive region
for the HEA. Tests in 1 N sulfuric acid containing different concentrations of chloride ions showed that
HEAs have the least resistance to general corrosion at a chloride-ion concentration of 0.5 M (close to
the concentration in seawater). The lack of hysteresis in cyclic-polarization tests confirmed that HEAs,
like the 304 stainless steel, are not susceptible to pitting corrosion in the chloride-free 1 N H2SO4.

Chen et al. [151,152] reported that two promising HEAs, AlxCrFe1.5MnNi0.5 (x = 0.3 and 0.5), were
designed from the AlCoCrCuFeNi alloys by substituting Mn for expensive Co and excluding Cu to avoid
the Cu segregation. Microstructures and properties were investigated and compared in different
states: as-cast, as-homogenized, as-rolled, and as-aged states. The Al0.3CrFe1.5MnNi0.5 alloy in the
as-cast, as-homogenized, and as-rolled states has a dual-phase structure of BCC and FCC phases, in
which Al, Ni-rich precipitates of the B2-type BCC structure dispersed in the BCC phase. The Al0.5CrFe1.5-

MnNi0.5 alloy in the corresponding states has a matrix of a BCC phase in which Cr-rich particles of the
BCC structure and Al, Ni-rich precipitates of the B2-type BCC structure disperse. These three BCC
phases have the same lattice constant. Both alloys are processable and show a hardness range of
HV 300–500 in the as-cast, as-forged, as-homogenized, and as-rolled states. The Al0.5CrFe1.5MnNi0.5 al-
loy has a higher hardness level than Al0.3CrFe1.5MnNi0.5 because of its full BCC phase. Both alloys dis-
play a significant high-temperature age-hardening phenomenon; the as-cast Al0.3CrFe1.5MnNi0.5 alloy
can attain the highest hardness, HV 850, at 600 �C for 100 h, and Al0.5CrFe1.5MnNi0.5 can possess even
higher hardness, HV 890. The aging hardening resulted from the formation of a Cr5Fe6Mn8-like phase.
Prior rolling on the alloys before aging could significantly enhance the age-hardening rate and hard-
ness level due to introduced defects. The Al0.5CrFe1.5MnNi0.5 alloy exhibits the excellent oxidation
resistance up to 800 �C, which is better than the Al0.3CrFe1.5MnNi0.5 alloy. Combining this merit with
its high softening resistance and wear resistance, as compared to commercial alloys, the Al0.5CrFe1.5-

MnNi0.5 alloy has the potential for high-temperature structural applications.
Kao et al. [46] studied the CoFeMnTiVZr HEA system for the absorption and desorption of hydrogen.

Pressure-composition-isotherms (PCIs) demonstrate that CoFeMnTixVZr, CoFeMnTiVyZr, and
CoFeMnTiVZrz can absorb and desorb hydrogen for x, y, and z that satisfy 0.5 < x < 2.5, 0.4 < y < 3.0,
and 0.4 < z < 3.0, respectively. XRD pattern reveals that CoFeMnTixVyZrz alloys have a simple C14 Laves
phase with a single set of lattice parameters before and after PCI tests. The distributions of each
element in the CoFeMnTixVyZrz alloys are roughly equal, as revealed by scanning electron microscopy
(SEM)/energy-dispersive-analysis (EDS) mapping. The effects of values, x, y, and z, on the hydrogen-
storage properties are elucidated in terms of the lattice constant, elemental segregation, hydride-for-
mation enthalpies between the alloy components and hydrogen, and the averaged formation enthalpy.
The high-entropy effect promotes the formation of a single C14 Laves phase, and the maximum hydro-
gen-storage capacity is strongly related to the hydride-formation enthalpy of the alloy and hydrogen.

Tsai et al. [153] and Chang et al. [154] studied the potential of HEAs and HEA nitrides to be used as
diffusion barriers in the microelectronics industry to reduce the inter-diffusion between Cu and Si.
Fig. 4.26 shows the cross-sectional TEM images of the test specimen after annealing at 800 �C. Three
distinct layers with sharp interfaces can be observed. This trend means that the barrier is effective, and
there is no inter-diffusion. Note that the single-crystal lattice image of the Si substrate remains intact,
and no silicidation reaction is observed. Therefore, the NbSiTaTiZr HEA indeed remains its chemical
stability against Si up to 800 �C. Additionally, from the inset of Fig. 4.26, which shows the high-reso-
lution TEM image of the barrier, we can see that the NbSiTaTiZr HEA retains its amorphous nature
after annealing at 800 �C. We note that virtually all known conventional amorphous metals, even



Fig. 5.1. SEM back-scattered micrograph (a), and TEM bright-field image (b) which is corresponding to the A region marked by
circle in (a). Compressive true stress–strain curves of Ti0, Ti0.5, Ti1, and Ti1.5 alloy rods with diameter of 5 mm at a strain rate of
10�4 s�1 (c) [136].
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those with high GFA, crystallize below 550 �C. Therefore, the extremely high structural stability of the
NbSiTaTiZr barrier is unique and striking [153].
5. Serrations and deformation mechanisms

According to Sethna, Dahmen et al. [155–160], crackling noise arises when a system responds to
slowly changing external conditions through discrete, impulsive events spanning a broad range of
sizes. For example, when a magnetic tape is slowly magnetized by an external magnetic field, the pro-
cess happens in avalanches, ‘‘Barkhausen noise’’ of reorienting magnetic domains that range from the
microscopic to macroscopic scale in size. The avalanche size and duration distributions are often de-
scribed by universal power laws over a broad range of sizes and durations. Here ‘‘universal’’ means
that the scaling behavior on long length scales is independent of microscopic details and only depen-
dent on generic properties, such as symmetries, dimensions, interaction range, and dynamics. In many
systems, this universality has been explained theoretically as being due to the proximity to an under-
lying critical point.

While Barkhausen noise is related to the creation of magnetic domains and domain wall motion
during the process of magnetization, similar crackling noise can also be observed in slowly sheared
micro- and nano-crystals [161–178], slowly-sheared granular materials [179–184], as well as in
metallic alloys, including BMGs [185,186] and HEAs [187].



Fig. 5.2. (a) True stress–true strain curves of the CoCrCuFeNiTix rod samples with diameter of 5 mm (x = 0, 0.5, 0.8, and 1) at a
strain rate of 10�4 s�1. (b) SEM secondary electron images of fracture surfaces of the CoCrCuFeNi alloys [13].
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In each of the above cases, crackling noise corresponds to serrations or ‘‘steps’’ in the magnetization
hysteresis loops or the stress–strain curves, respectively. Similar crackling noise has also been ob-
served in martensitic materials [188]. With modeling and analysis of these serrations, we may provide
in-depth mechanisms for plastic deformation, fracture, and magnetization of the materials.
5.1. Serrations for HEAs

Serrations can be defined as a saw-like appearance, a row of sharp or tooth-like projections. Mono-
lithic BMGs present serrations during plastic deformation, especially at a normal strain rate around
10�4 s�1. The serrations are closely related to the shear-band formation and propagations
[189–192], while for HEAs, serrations were exhibited at a medium strain rate of 10�3 s�1 or at low
temperatures.

The microstructure and the stress–strain curves of the AlCoCrFeNiTix HEAs at a strain rate of
10�4 s�1 are presented in Fig. 5.1. The HEAs are mainly of BCC-structured alloys. The dendrite is



Fig. 5.3. The compressive stress–strain curves of the AlCoCrFeNbxNi rod samples with a diameter of 5 mm at a strain rate of
10�4 s�1 (x = 0, 0.1, 0.25, and 0.5) [135].
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marked by A, and the interdendrite phase is in gray color, as shown in Fig. 5.1(a). In region A, it shows
needle-like precipitations and dislocation loops. However, the clear serrations on the stress–strain
curves were not found [136]. Fig. 5.2 exhibits the stress–strain curves for the CoCrCufeNiTix HEAs at
the same strain rate, and these HEAs mainly have a FCC structure. In Fig. 5.2, the strength increases
with the increase of Ti content. However, the serrations during the plastic deformation of the Ti free
alloy were not observed, even the plasticity is very large. Fig. 5.2(b) presents the deformation band for
the Ti-free alloy after the compression test, which clearly show the flow and river-like patterns [13].

Fig. 5.3 presents the stress–strain curves of the AlCoCrFeNbxNi alloys with a diameter of 5 mm at a
strain rate of 10�4 s�1 (x = 0, 0.1, 0.25, and 0.5) [135]. In this Figure, the serrations are absent. The
microstructures of the alloys have a BCC to BCC + Laves phase with the increase of Nb contents.
Fig. 5.4(a) shows XRD patterns for the AlCoCrFeNi alloys with different diameters, while Fig. 5.4(b)
presents compressive true stress–strain curves for these HEA samples at a strain rate of 10�4 s�1. From
the XRD patterns, the sample size did not alter the BCC phase, while the plasticity decreases with the
increase of sample size. However, no clear serrations were observed for all the samples with different
sizes [129].

The low-temperature (77 K) compressive stress–strain curves for the BCC-structured AlCoCrFeNi
HEA at a strain rate of 10�4 s�1 are presented in Fig. 5.5. One or two large serrations and some smaller
serrations during the plastic deformation were found [137]. Fig. 5.6 presents the stress–strain curves
of the Al0.5CrCuFeNi2, Al1CrCuFeNi2, and Al2CrCuFeNi2 alloys at a strain rate of 10�4 s�1. Serrations on
the stress–strain curves were not found [5].

The compressive stress–strain curves of the Al0.5CoCrCuFeNi, Al1.0CoCrCuFeNi, and Al2.0CoCrCuFeNi
alloys under different testing temperatures at different strain rates of (a) 10 s�1 and (b) 10�3 s�1 are
presented in Fig. 5.7 [130]. It is clear that the serrations on the stress–strain curves at the strain rate
of 10�3 s�1 are greater than that at the strain rate of 10 s�1. It seems that the serration is greater at the
lower testing temperatures. Moreover, serrations seem to depend on composition of the alloys.

The compressive stress–strain curves of the Ta20Nb20Hf20Zr20Ti20, Ta20Nb20W20Mo20V20 and Ta25-

Nb25W25Mo25 alloys at a strain rate of 10�3 s�1 are shown in Fig. 5.8 [126]. Some serrations on the
plastics deformation region for the Ta20Nb20Hf20Zr20Ti20 alloy were observed. In summary for the ser-
ration behavior of HEAs, the serrations during the compression tests at the strain rate of 10�3 s�1 seem
to be greater than those at the strain rate of 10�4 s�1 or 10 s�1. At lower temperatures, the serrations
are more visible than that at higher temperatures. More work needs to be done on this field.



Fig. 5.4. (a) The XRD patterns for AlCoCrFeNi alloy samples with different diameters; (b) compressive true stress–true strain
curves for the AlCoCrFeNi alloy samples with different diameters at a strain rate of 10�4 s�1 [129].

58 Y. Zhang et al. / Progress in Materials Science 61 (2014) 1–93
5.2. Barkhausen noise for HEAs

Fig. 5.9 presents the serrations on the magnetization loops, which correspond to the Barkhausen
noise [193]. Fig. 5.10 shows the magnetization curves of the AlCoCrFeNbxNi alloys (x = 0, 0.1, 0.25,
0.5, and 0.75) [135]. According to the following equation of the classification of magnetic properties:
v ¼ M ðA=mÞ
HðA=mÞ ¼

r ðemu=gÞ � q ðg=cm3Þ
4p � HðOeÞ ð5-1Þ



Fig. 5.5. The compressive true stress–strain curves of the AlCoCrFeNi HEA at 77 K at a strain rate of 10�4 s�1 [137].

Fig. 5.6. Stress–strain curves of Al0.5CrCuFeNi2, Al1CrCuFeNi2, and Al2CrCuFeNi2 alloys at a strain rate of 10�4 s�1 [5].
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where v is the permeability, M is the magnetization, H is the magnetic field intensity, r is the specific
saturation magnetization, and q is the density of alloys equal to roughly 6.5–7.5 g/cm3 for the alloy
series. According to Eq. (5-1), v can be estimated to be 2.0 � 10�2–3.0 � 10�3. According to the defi-
nition of ferromagnetism, it can be seen that this alloy exhibits a ferromagnetic property, which may
be ascribed to the additions of the paramagnetic elements (Al and Nb) and the anti-ferromagnetic ele-
ment (Cr) into these alloys, in addition to the ferromagnetic elements (Fe, Co, and Ni) that do not pre-
serve the ferromagnetic property. The coercivity, Hc, ranges from 52 to 94 Oe, which reveals its soft
magnetic behavior; the saturation magnetization, Ms, and remanence, Mr, approximately decrease,
while Hc increases with increasing the Nb content, which may be attributed to two reasons: Firstly,
the CoCrNb alloy belongs to hard magnetic materials, and Hc can reach 105 A/m. Secondly, the Laves
phase may pin the magnetic domain of the BCC phase matrix, as they are rotating under an external
magnetic field.



Fig. 5.7. Compressive stress–strain curves of Al0.5CoCrCuFeNi alloys under different testing temperatures at different strain
rates of (a) 10 s�1 and (b) 10�3 s�1. Compressive stress–strain curves of Al1.0CoCrCuFeNi alloys under different testing
temperatures at the different strain rates of (a) 10 s�1 and (b) 10�3 s�1. Compressive stress–strain curves of Al2.0CoCrCuFeNi
alloys under different testing temperatures at the different strain rates of (a) 10 s�1 and (b) 10�3 s�1 [130].
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The magnetization curves of the TixCoCrCuFeNi alloys (x = 0, 0.5, 0.8, and 1), showing a transition
from the paramagnetism (x = 0 and 0.5) to super-paramagnetism (x = 0.8 and 1), are presented in
Fig. 5.11 [13]. There are some serrations on the magnetization hysteresis loops.



Fig. 5.8. Engineering stress vs. engineering strain compression curves of the Ta20Nb20Hf20Zr20Ti20 alloy and Ta20Nb20W20-

Mo20V20 and Ta25Nb25W25Mo25 alloys at a strain rate of 10�3 s�1 [126].

Fig. 5.9. Barkhausen noise corresponding to the serrations on the magnetization loops [193].
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5.3. Modeling the Serrations of HEAs

A number of different models have been developed to study the statistics of crackling noise, many
of which are reviewed in [155]. Originally Barkhausen noise in magnetic materials was used as a par-
adigm for crackling noise. Random field Ising models far from equilibrium were shown to reproduce
the magnetization avalanche statistics observed in Barkhausen-noise experiments [155].

More recently the crackling noise during plastic deformation is being modeled. Simulations of
slowly-sheared crystals using discrete dislocation-dynamics models [162,194–200], continuum mod-
els [194], phase-field models [201], and phase field crystal models [202] all reveal a broad (power-law)
distributions of the serration sizes in the associated stress–strain curves.

Interestingly, the slip avalanche statistics observed in many of these simulations are predicted by a
simple analytic mean field theory (MFT) model [156,179]. It is described in detail in Refs. [156,179]. It
predicts the serration-size statistics, such as size distributions, duration distributions, power spectra
of acoustic emissions, and other properties, for plastic material deformation. It is important to note
that different materials with roughly the same stress strain curves may reveal different serration sta-
tistics or different statistics of the acoustic emission under deformation, resulting from different
underlying deformation mechanisms. This means that the analysis of serration statistics is a powerful
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Fig. 5.10. Magnetization curves of the AlCoCrFeNbxNi alloys (x = 0, 0.1, 0.25, 0.5, and 0.75) [135].
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tool for testing models of the underlying deformation mechanism. The serration statistics far from the
failure stress also provide information about the distance to failure, so that the analysis of serrations is
useful for nondestructive materials testing.

The simple analytic model makes the following assumptions [156]:

1. A slowly-sheared material has weak spots where slip initiates when the local stress exceeds a ran-
dom local threshold stress. (In crystals, for example, weak spots could be the locations of movable
dislocations.)

2. Slip avalanches (i.e. collective slips of many coupled weak spots) can become macroscopically
large, spanning length scales that are large, compared to the microscopic structure of the material.

3. The material is sheared sufficiently slowly so that slip-avalanches do not overlap in time, i.e. each
slip avalanche has enough time to finish before the stress is slowly increased to trigger the next slip
avalanche.



Fig. 5.11. Magnetization curves of the TixCoCrCuFeNi alloys (x = 0, 0.5, 0.8, and 1), showing a transition from the
paramagnetism (x = 0 and 0.5) to superparamagnetism (x = 0.8 and 1) [13].
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4. The mean field approximation replaces the long-range elastic interactions with infinite range inter-
actions. This means that in mean field theory the long range elastic interactions (for example
between dislocations) are replaced by interactions that do not decay with distance. In this approx-
imation each weak spot or dislocation interacts with every weak spot in the material equally
strongly, irrespective of their relative distance. This sounds like a drastic approximation, however
by use of tools from statistical physics and the theory of phase transitions, it can be shown not to
affect the scaling behavior of the serration statistics on long length scales [156]. In other words if
the serration size distribution decays with a certain power law in the presence of long range elastic
interaction, it decays with the same power law in the simple models that are based on the mean
field approximation.

A failed spot slips until the local stress is reduced to a random arrest stress, and then re-sticks. The
stress released by a failed spot triggers other elastically-coupled weak spots to slip, creating a slip-ava-
lanche. According to assumption 3, avalanches have sufficient time to complete, before the slow,
externally imposed material deformation increases the stress to trigger the next slip avalanche. This
is called the ‘‘adiabatic limit’’ characterized by a separation of time scales between the fast avalanche
propagation dynamics and the slowly-increasing external shear stress or the small applied strain rate.
In Refs. [156,179], detail-independent (‘‘universal’’) analytical predictions are extracted for this adia-
batic limit, which agree with numerical studies of dislocation dynamics [161,197,199,200].

The simple model predicts the serration statistics for two different boundary conditions: slowly
increasing stress boundary conditions and small imposed strain-rate boundary conditions.

Exact results for a slowly-increasing applied shear stress (F) boundary conditions: In Ref. [156],
both a continuum and a discrete version of the model are discussed. Both versions of the model give
the same results for the serration statistics. We briefly review the discrete version here, since it is eas-
ier to analyze analytically and numerically.

In the discrete version of the MFT model with N lattice points, at applied stress F, the local stress sl

at a lattice point l can be given [203]:
sl ¼ J=N
X

m

ðum � ulÞ þ F ð5-2Þ
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Each point fails when the local stress, sl, is larger than the local failure threshold (slip stress)
sf,l � ss,l (or sd,l). When site l fails, it slips by a certain amount, Dul, resulting in a stress reduction,
sf,l � sa,l � 2GDul, where G � J is the elastic shear modulus. The released stress is equally redistributed
to the other points in the system, possibly triggering some of the other points to slip, leading to a slip
avalanche, visible as a serration in the stress–strain curve. In Ref. [156], the distribution of slip
avalanche sizes is calculated analytically. For a slowly increasing F (F < Fc, where Fc is a flow stress
or failure stress for a ductile material), the solid responds with slip avalanches (strain steps, or
serrations in the stress–strain curve) of sizes. These slip avalanches typically also cause acoustic
emissions that can be measured. For a small stress-bin around the flow stress, Fc, the distribution,
D(s,Fc), of serration sizes follows a universal power law:
Fig. 5.1
(a) a sh
Dðs; FcÞ � 1=ss ð5-3Þ
with a universal critical exponent s = 1.5. For small stress-bins around stresses F below but close to Fc,
the distribution follows the same power law up to a maximum size:
Smax � ðFc � FÞ1=r ð5-4Þ
with a universal exponent r = 0.5. In other words, the maximum size of the serrations seen in a small
stress-bin centered around a stress F below the flow stress Fc, is related to the square root of the in-
verse distance of F from the flow stress. This is reflected by the scaling form that the model predicts for
large serration sizes:
Dðs; FÞ � 1=ssDðs � ðFc � FÞ1=rÞ ð5-5Þ
with universal cutoff scaling function D(x) � Aexp(�Bx). The constants A and B depend on the details
of the material. These scaling predictions can most easily be tested using Widom scaling collapses, as
done, for example, for slip avalanches in nanocrystals in Ref. [178], and for Barkhausen noise in mag-
netic systems in Ref. [155]. In a Widom scaling collapse one plots y = D(s,F)ss vs. x = s � (Fc � F)1/r and
tunes the values for s, r, and Fc until the distributions D(s,F) collapse unto the same curve. The model
predicts that the values for s and r for which a collapse is achieved are the mean field values s = 1.5
and r = 0.5, and the collapse of the curves is predicted to fit the above exponential scaling function
D(x).The local slope of the stress–strain curve (the effective shear modulus Ge), is inversely propor-
tional to the mean avalanche size, hsi, i.e., it scales as [156]:
Ge � 1=hsi � ðFc � FÞð2�sÞ=r � ðFc � FÞ ð5-6Þ
2. Two-dimensional schematics of the atomistic deformation mechanisms proposed for amorphous metals, including
ear transformation zone (STZ), after Argon, and (b) a local atomic jump, after Spaepen [68].



Fig. 5.13. Metadislocations. (a and b) Similar to regular dislocations, a slab of matter (shown in green) is withdrawn from the
crystal to form a metadislocation. (c) This slab is replaced by another piece of crystal that is structurally related to the previous
one. (d) After relaxation of the lattice, a loop surrounding the core of the defect allows us to define a Burger’s vector. The length
of a unit edge, typically 1 nm, is much larger than the distance between two neighbour atoms. Deformation is carried by local,
short-distance atomic jumps, which propagate the foreign structure into the other and carry the crystal strain. The dashed lines
in c emphasize the four slabs of material inserted in place of the five slabs removed in a [204].
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These are some of the main predictions for the serration statistics of ductile materials. This theory
has been found to agree extremely well with dislocation slip avalanche statistics for slowly com-
pressed nanopillars [178]. In the supplementary material of [178] a detailed description of the data
analysis procedure is given. In experiments that do not yield enough slips to produce statistically
meaningful slip size distributions for the serrations that are observed within small stress bins, it
may be easier to analyze histograms of slip sizes that are integrated over the entire stress range. Inte-
grating the distribution D(s,F) of Eq. (5-5) over stress F yields a prediction for a stress-integrated dis-
tribution of slip sizes Dint(s) that is expected to scale as
DintðsÞ �
Z Fc

0
Dðs; FÞdF � 1

ssþr � 1=s2 ð5-7Þ
In the last step of Eq. (5-7) that we have used, that mean field theory predicts that s + r = 2. The
scaling behavior predicted by Eq. (5-7) has also been observed for slip avalanches of slowly com-
pressed nanopillars [178]. Another useful method to improve the statistics for experiments with small
numbers of slips is to use complementary cumulative distributions, rather than probability density
distributions, as discussed in detail in [178] and its supplementary material. (The complementary
cumulative distribution C(s) is given by the fraction of slips that are larger than size s, while the prob-
ability density distributions, such as Dint(s), is given the fraction of slips within a small bin of sizes
around the mean value s.)
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In Ref. [156], a weakening parameter e is introduced that can be used to also model serration sta-
tistics for brittle materials, before the main failure event.

Related results can be derived for the boundary condition of a small imposed strain rate C: For this
case, for ductile materials, the MFT predicts power law statistics as Eq. (5-7), with again s = 1.5 and
k = 1 in MFT.
Dðs;CÞ � 1=ssKðs � CkÞ ð5-8Þ
Here K is a quickly decaying cutoff scaling function, so that the maximum serration in the power
law regime of the distribution is expected to grow as as smax � C(�k) as the strain rate is reduced to
zero,

Additional predictions for serration duration distributions, power spectra of acoustic emissions
caused by stress serrations, and other properties are derived in Ref. [156]. Comparisons of these pre-
dictions with experiments on HEAs are an open question for future studies, which can significantly
advance our understanding of these new materials, including HEAs and BMGs.
5.4. Deformation mechanisms for HEAs

It is well known that the deformation mechanism for the conventional alloys is mainly dictated by
the slip of dislocations. Another typical mechanism of plastic deformation is by twinning in conven-
tional alloys. While for the amorphous alloys, it is hard to define dislocations and twinning. A model of
shear-transition-zone (STZ) was proposed by Argon and a model of free volumes by Spaepen, as shown
in Fig. 5.12 [68]. For quasi-crystals, a metal dislocation model can be used, as shown in Fig. 5.13 [204].

The plastic deformations for alloys can be roughly categorized into two types. Type-I is associated
with the dislocation slips and/or climbs. This kind of deformation is usually smooth and has small ser-
rations in the stress–strain curves. While for type-II, it is related to deformation twinning, STZ, and
meta-dislocations. The type-II plastic deformation usually needs to activate more atoms, which may
induce a larger scale of serrations than type-I.

In some cases, the type-I plastic deformation can also lead to serrations, which is generally induced
by the interactions between the solute atoms with the dislocations. This phenomenon is also called
the jerky flow, or Portevin-Le-Chatelier (PLC) effect [205]. Its mechanism is usually ascribed to dy-
namic-strain aging: when dislocations are arrested at obstacles during the waiting time necessary
for the thermal activation of their motion, diffusing solute atoms lead to their additional pinning, fol-
lowed by abrupt break-away. The serrations for the crystalline alloys have been reported in the alloys
of AlMg alloy [205], a-brass [206], NiCoCr-base supper-alloys [207], and Inconel 718SPE alloy [208].
The interactions between the solute atoms and the dislocations tend to make the deformation units
in the crystalline alloys complex, and tend to be like a type-II deformation.

Twinning can be categorized to one of the type-II plastic deformation mechanisms in the metallic
alloys. It is reported that the plastics deformation by twinning rather than by dislocation movements
showing much clearer serrations on the stress–strain curves. The twinning-induced plasticity (TWIP)
steels show the serrations [209], while if alloyed with Al, their stacking fault energy reduced, then the
plastic deformation is carried by the movement of dislocations rather twinning, leading no serrations
on the stress–strain curves.

The STZs in the amorphous alloys are not structural defects, while the lattice dislocations are crys-
tal defects. The shapes of serrations in the amorphous metals usually have sharp bottoms and tops
[210]. In contrast, the serrations in crystalline alloys show a sharp top with a plateau bottom (type-
A serration) or a plateau top with a sharp bottom (type-C serrations) [208]. According to Lebyodkin
et al. [205], type-A serrations are induced by the interstitial solute atoms, and type-B serrations are
induced by the substitutional atoms interacting with dislocations.

It is well known that when alloys are deformed in their plastic range, an essentially smooth and
continuously varying deformation pattern gives way to highly localized deformation in the form of
shear bands [211]. Sometimes such bands, once formed, persist and the subsequent deformation pro-
ceeds in a markedly non-uniform manner. However, such intense local deformation leads directly to
ductile fracture, so that the onset of localization is synonymous with the inception of rupture.
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Even though, the dislocation gliding is the most common mechanism of plastic deformation, there
are still many factors which will make dislocations not able to glide. The HEAs are composed of many
kinds of elements with equi-molar and high chemical disordering. The plastic-deformation mecha-
nism is believed to be just located in between the conventional alloys and the amorphous metals.

6. Glass formation in high-entropy alloys

High-entropy bulk metallic glasses (BMGs) can be referred to BMGs with an equal-atomic or near
equal atomic composition. These BMGs have not only large high glass-forming ability (GFA), but also
very high entropy of mixing. Consequently, the high-entropy BMGs are a special class of BMGs which
have both strong topological disorder and chemical disorder.

Recently, Lucas et al. have verified that HEAs indeed lack the long-range chemical order [40]. In this
regard, the high-entropy BMGs may have special properties which do not exhibit in either normal
BMGs or HEAs.

6.1. High-entropy effects on glass formation

Since the discovery of metallic glasses by direct quenching the melts in 1960 [212], what kind of
compositions would have large GFA is always an open question. There are at least three viewpoints:

6.1.1. The best glass former is located at the eutectic compositions
It has been reported that for the binary and ternary alloys, the best GFA is usually found at or near

the eutectic compositions [213–222]. This trend can be explained by the fact that the smallest temper-
ature gap at the eutectic composition is required for undercooling below the glass-transition temper-
ature, Tg, from the liquid temperature, Tl. Moreover, the reduced glass transition temperature, Trg

(defined as: Trg = Tg/Tl) [214], would reach the maximum at the eutectic composition. This is because
the Tl is the lowest at the eutectic composition, while the Tg is usually less dependent on the compo-
sitions. However, recent results revealed that this viewpoint might be not true in a irregular eutectic
system in which the best glass formers are usually off-eutectic with an reduced Trg value [223].

Another interesting argument along this line is proposed by Boettinger [224] who proposed that
based on glass formation, there also exist at least two types of eutectic alloys. One type is with shallow
liquidus lines and To curves are with low slopes (here To curves were defined as the polymorphic tran-
sition from the liquid to the solid with the same Gibbs free energy and without composition parti-
tions). The To lines intersect at a temperature above the lowest glass transition temperature of the
alloy system. This type of alloys tends to form solid solutions even when the growth velocity is very
high, as shown in Fig. 6.1(a). The other type is well known as the deep eutectic, and To curves are very
steep. The To lines normally intersect at a temperature below the lowest glass transition temperature
of the entire alloy system, and glasses would be formed when the growth velocity is high enough, as
shown in Fig. 6.1(b).

6.1.2. The best glass former is the composition with dense atomic packing
It has also been proposed that easy glass formation can occur due to the jamming effect of the com-

plete filling of holes in the densely random-packed structure with small and large metallic atoms
[225,226]. The dense packing would make the alloy melt with high viscosity and low atomic mobility,
which greatly reduce the nucleation rate and growth velocity, and thus facilitate glass formation.

6.1.3. The best glass former has high entropy of mixing
A single pure element metal, hardly form glass by rapid quenching from the melts, and the binary

metallic alloys which form glasses usually with a limited thickness by rapid cooling, usually at above
106 K s�1. Ternary, quaternary, or alloys with more constituent elements can form glasses in bulk
forms at a slow cooling rate. Particularly, the GFA of certain multi-component alloys is close to that
of the oxide glass; the critical cooling rate for the VIT-1 alloy is only 0.1 K s�1, and the critical size
for glass formation reaches over 70 mm in diameter [227].
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Fig. 6.1. Two types of eutectic alloys. (a) Forming the solid solutions and (b) forming glasses [224].
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It is apparent that the three viewpoints proposed above for the composition requirements of easy
glass-forming materials are not the same. Fig. 6.2 shows the compositions of the eutectic, dense atom-
ic packing, and equi-atomic ratio alloys in a ternary system. Glass formation virtually is the outcome of
phase competition during solidification. The alloys in which crystallization is suppressed to a maxi-
mum extent, i.e., formation of crystalline phases is the most difficult, should have the largest GFA
in the alloy system. Therefore, high-entropy effects on glass formation, which varies from system to
system, should be carefully analyzed.

6.2. GFA for HEAs

Greer [29] proposed the ‘‘confusion’’ principle by summarizing the reported easy glass formers
which usually contains multiple elements, and concluded that the more elements involved, the lower
the chance that the alloy can select the viable crystal structures, thus leading to larger GFA. Based on
this principle, the high entropy of mixing is beneficial for glass formation.

On the other hand, viscosity, g, is extensively used to describe glass formation in the metallic-glass
community via the Adams–Gibbs equation [228]
g ¼ g0 � exp
C

TScðTÞ
ð6-1Þ
where g0 is the ideal viscosity, C is activation energy barrier to cooperative arrangements, T is temper-
ature, and Sc is the configurational entropy. The main contribution to Sc is the entropy of mixing. From
Eq. (6-1), it is known that high entropy usually corresponds to low viscosity, which normally results in
low GFA from a kinetic point of view.



Fig. 6.2. The proposed easy glass-forming compositions, I: eutectic; II: equiatomic ratio and high-entropy composition; III:
dense atomic packing composition.
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Therefore, simple mixing of many elements in the periodic table might not favor glass formation. In
contrast, other factors must be taken into account as far as high-entropy effects are considered.

Based on literature data, glass-forming ability can indeed be greatly improved by proper addition of
more elements. Zhang et al. [229,230] have proposed that the elements in alloys can be categorized
into two types. The type-I elements are the unlike constituent elements, and it is generally recognized
that these elements in the alloys with high GFA usually have a large difference in their atomic size and
heat of mixing. The type-II elements are the similar ones which are close to each other in the periodic
table. The type-I elements can improve the GFA by increasing atomic packing efficiency and the vis-
cosity of the alloys, as extensively studied by many research groups. For example, the smallest metal-
lic element, Be, can greatly improve the GFA of Zr and Ti-based alloys. The rare earth metals, such as Y,
with a large atomic size can also dramatically increase the GFA of Zr, Ti, and Fe-based alloys. The
similar elements can also significantly improve the GFA of the metallic alloys, which is mainly asso-
ciated with the high-entropy effects. An example is that the binary LaCu alloy only has limited GFA
Fig. 6.3. Effect of strain rate on the fatigue lives of the Cu0.5NiAlCoCrFeSi alloy in air at 25 �C and 288 �C water containing
200 ppb dissolved oxygen [245].



Fig. 6.4. (a) XRD patterns of Zn20Ca20Sr20Yb20(Li0.55Mg0.45)20 in as cast state and after 70% plastic deformation. (b) DSC traces of
as cast Zn20Ca20Sr20Yb20(Li0.55Mg0.45)20 high-entropy BMG [35].
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and can only form glass at a very high cooling rate by melt spinning (106 K s�1), with a critical thick-
ness of less than 50 lm. Addition of the type-I element Al in this alloy leads glass formation in bulk
form with a critical size of 1–2 mm [218–220]. Subsequently, the similar element, Ni, was added to
partially substitute Cu, the critical size was increased to 8 mm in the La[Cu, Ni]Al alloys [218]. Li
[230] also replaced La with similar rare earth metals, Ce, Pr, and Nd, glassy rods with a 15 mm diam-
eter were obtained. The similar method for enhancing the high-entropy effects were also found in the
(Ti, Zr, Hf)–(Ni, Cu)–Al [231–242], and (Fe, Co, Ni)–(Zr, Hf, Nb, Ta, Mo, W)–B alloy systems [243,244].
6.3. Properties of high-entropy BMGs

As discussed earlier, BMGs usually have compositions close to/near the eutectic, and the content of
solute elements is usually much higher than that in conventional alloys. The composition of HEAs is
not too far from the BMG-forming compositions in the alloy system, as pointed out by Ma et al. [3]. In
some cases, HEAs can form glass in a bulk form, even though their GFA is not the best in the system.
For instance, Chen et al. [245] reported that for the Cu0.5NiAlCoCrFeSi high-entropy BMG, the critical
size for glass formation reaches 3 mm in diameter. The high-entropy BMG showed high tensile
strength of about 2000 MPa at 288 �C in high-purity water. Fig. 6.3 shows the fatigue life of the Cu0.5-

NiAlCoCrFeSi BMG tested in air at 25 �C and in a simulated boiling water reactor containing 200 ppb
dissolved oxygen (DO) as a function of strain rate. Note that the fatigue life of a test specimen is de-
fined as the number of cycles for the tensile stress to drop 25% from its peak value. The results indicate
that environmental effects on the fatigue life of the Cu0.5NiAlCoCrFeSi high-entropy BMG are more
pronounced in the high-temperature water than in air. In addition, the fatigue life decreases with
decreasing strain rate in both environments. For instance, in a simulated boiling water reactor
(BWR) environment (200 ppb DO), a reduction in the strain rate from 0.5 to 0.001% s�1 decreases



Fig. 6.5. (a) Stress–strain curves of the Zn20Ca20Sr20Yb20(Li0.55Mg0.45)20, Fe64Mo14C15B6Er1, Zr41Ti14Cu12.5Ni10Be22.5, Mg65Cu25-

Y9Gd1, Pr60Al10Ni10Cu20, Ce62Al10Cu20Co3Ni5 samples. (b) Highlight the stress–strain curves for the Zn20Ca20Sr20Yb20(Li0.55-

Mg0.45)20 at strain rates of 10�4 and 10�5 s�1. (c) The image of the compressed samples, they could be compressed to 70% of its
original height without shear bands and cracking [35].
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the fatigue life by a factor of 5, whereas the factor obtained in air is only 1.1. The good fatigue resis-
tance of the present high-entropy BMG may be attributed to the formation of protective oxide films on
the surface of the specimen in high-temperature water, leading to good overall corrosion resistance.

Gao et al. [36] reported that the SrCaYbMgZn equiatomic ratio alloys can form glassy rods with a
5 mm diameter, and this high-entropy BMG can be highly deformed at room temperature. Fig. 6.4(a)
shows XRD patterns of the Zn20Ca20Sr20Yb20(Li0.55Mg0.45)20 alloy in its as-cast state and after 70% plas-
tic deformation, while Fig. 6.4(b) displays the corresponding differential scanning calorimetry (DSC)
traces of the as-cast specimen. Amorphous nature was confirmed by the XRD patterns in Fig. 6.4(a)
for both the as-cast state and the deformed state. The DSC curve also demonstrates a distinct glass
transition followed by exothermic crystallization. Fig. 6.5(a) presents the stress–strain curves of this
high-entropy BMG, in comparison with that of Fe64Mo14C15B6Er1, Zr41Ti14Cu12.5Ni10Be22.5, Mg65Cu25Y9-

Gd1, Pr60Al10Ni10Cu20, and Ce62Al10Cu20Co3Ni5 BMG samples. It can be seen that this high-entropy
BMG exhibits low strength but a large plasticity. Fig. 6.5(b) compares the stress–strain curves for
the Zn20Ca20Sr20Yb20(Li0.55Mg0.45)20 high-entropy BMG at the strain rate of 10�4 and 10�5 s�1. It seems
that the strength of the high-entropy BMG decreases largely with the decrease of the strain rate.
Fig. 6.5(c) exhibits the SEM images of the compressed samples, demonstrating that the high-entropy



Fig. 6.6. High-entropy BMG with size of 12 and 10 mm in diameter [34].
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BMG could be compressed to 70% of their original height without shear bands and cracking [36],
which is unusual for BMG materials in general.

Figure. 6.6 shows the high-entropy BMGs with a composition of PdPtCuNiP with a critical size of 12
and 10 mm in diameter [34]. The cylindrical samples exhibit good metallic luster, indicating that the
sample surfaces are neither oxidized nor contaminated due to the effect of B2O3 on excluding impu-
rities. Furthermore, observations of the sample surfaces with unaided eyes can explain the absence of
a concave shape on the millimeters to sub-millimeter scales.

Moreover, crystallization, structural relaxation and glass transition behavior of the high-entropy
(Ti33Zr33Hf33)50(Ni50Cu50)40Al10, (Ti25Zr25Hf25Nb25)70(Ni50Cu50)20Al10, and (Ti33Zr33Hf33)70(Ni33

Cu33Ag33)20Al10 BMGs were investigated in detail [239]. Structural relaxation was observed as a broad
exothermic reaction prior to the onset of crystallization. All three amorphous alloys transform into a
nanoscale icosahedral phase during the first exothermic DSC event. This observation indicates that the
atomic complexity derived from the equiatomic substitution is effective in forming the nanoscale
icosahedral phase [223,239,246,231]. However, the decomposition sequences of the icosahedral phase
in these glassy alloys are entirely depending on the alloy composition. It was found that occurrence of
the Zr2Cu-type phase can increase the stability of the icosahedral phase, but formation of the
Ti2Ni-type or MgZn2-type phases significantly decreases the thermal stability of the icosahedral phase
[246].

7. Modeling and simulations

Largely due to the complexity of the multi-component system and disordered solid-solution struc-
ture in HEAs, predictive computational modeling of HEAs is very challenging. As a result, there are few
theoretical reports on HEAs available in the open literature. However, there are increasing interests in
computational modeling of HEAs to study the structure (including defects), thermodynamics, kinetics,
and mechanical properties. For example, Kao et al. [247] simulated the structures of HEAs composed of
up to eight elements (Ni–Al–Cu–Co–Ti–V–Zn–Zr) using tight-binding molecular dynamics. They found
that the structure tends to become more random as the number of components increases in the
system. Another study by Zhang et al. [248] using the CALPHAD (acronym of CALculation of PHAse
Diagram) method developed the thermodynamic database for the Al–Co–Cr–Fe–Ni system. Irving
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and Koch [81] have studied the elastic constants and stacking fault energies using first-principles
density functional theory (DFT) [249] calculations supported by combined experiments. Calculations
of elastic constants can be used to predict the mechanical stability of HEAs, and they may be
correlated to the stacking-fault energy. Gao et al. [250] have used ab initio molecular dynamics (AIMD)
simulations to predict the structure and diffusion of various HEAs, including AlxCoCrCuFeNi,
TiZrHfTaNb, and PdPtNiCuP. Simulations of the liquid structure can reveal rich information on the
HEA formation during solidification and even in the solid state. The AIMD simulations also can predict
diffusion constants. This chapter mainly focuses on DFT calculations, AIMD simulations, and CALPHAD
modeling.

7.1. DFT calculations

Among available predictive computational modeling techniques, the DFT method [249] is probably
the most desirable technique to tackle multicomponent alloy systems, such as HEAs. The DFT calcu-
lations only require the atomic number and crystal structure as the input and yield electronic and
cohesive properties of solids. The core concept of the electronic DFT provides an exact transformation
of the electronic many-body problem into a set of many coupled single-electron problems, where each
electron interacts with an effective potential related to the total charge density. An unlimited number
of alloys can be ‘‘virtually’’ processed by computers, and only promising compositions that pass the
screening criteria are chosen and passed onto experiments for verification.

However, the challenge in dealing with disordered solid solution in DFT becomes intimidating
when the system contains five or more components. Using the brute force approach to assemble tre-
mendous amounts of atomic configurations due to random solid-solutions is not possible. To model
disordered solid solutions using DFT methods, two popular techniques have been used. One is the
special quasi-random structure (SQS) method [251,252]. Previously, SQS structures have been only
applied to binary [253–255] and ternary alloys [256–258]. The SQS approach is to identify spe-
cially-designed small-unit-cell periodic structures that closely mimic the most relevant near-neighbor
pair and multisite-correlation functions of random substitutional alloys. Therefore, developing SQS for
4-, 5-, and 6-component systems is necessary for HEAs. To the authors’ knowledge, Niu et al. have
developed SQS FCC and HCP structures for quaternary alloys [247]. The other is the Korringa-
Kohn-Rostocker-coherent potential approximation (KKR-CPA) [259,260] method, and it has been
widely used to study the electronic structure, thermodynamic and elastic properties of disordered
solids [261–268] but mainly limited to binary alloys, although a recent study [269] extends it to
ternary alloys. Recently, Wang and Gao have applied the KKR-CPA method to study the cohesive, elec-
tronic and elastic properties of AlxCoCrCuFeNi alloys [270].
Fig. 7.1. Experimental (open circles) and calculated (curves) heat capacities of bcc Fe under pressure P = 0 [271]. The magnetic
configurational entropy contributions (Cm) are obtained from the partition function due to the competition among magnetic
states. A protrusion is clearly predicted with the maxima of 1037 K (from CP) and 972 K (from Cm), pertaining to the Curie
temperatures and close to the measured 1044 K.
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One critical issue from the computational standpoint is how to calculate the total entropy of HEAs
and identify the physical nature of ‘‘entropy’’ since the entropy of a phase of an alloy may contain mul-
tiple contributions from configuration (DSconf), electron excitation (DSset), lattice phonon vibration
(DSph), magnetic spin fluctuation (DSmag) and perhaps more:
Fig. 7.2
state; (
Co–Ti–V
DS ¼ DSconf þ DSel þ DSph þ DSmag ð7-1Þ
Note that the ideal configurational entropy is �R
PN

i¼1xi ln xi. It reaches its maximum, R lnN, when the
component mixes in an equal atomic amount.

However, strong ordering or clustering and subsequent elemental partitioning between phases are
commonly observed in solid solutions (for example in AlCoCrCuFeNi [15]), and consequently, the con-
figurational entropy can be reduced significantly. In such case, some important questions arise: will
the reduced configurational entropy still be sufficient to stabilize the HEA phase? How to identify
other entropy sources in addition to the configuration entropy, which may favor the HEA phase for-
mation? One likely contribution is due to the magnetic spin fluctuation, as demonstrated in Ref.
[271] (shown in Fig. 7.1). The commonly-observed anomaly in the heat capacity of magnetic materials
in the vicinity of Curie temperature is believed to be due to the magnetic spin fluctuation [271], which
becomes significant at high temperatures. Their work may have analogy to HEAs that contain multiple
magnetic elements. It was reported in Ref. [147] that the magnetic entropy is comparable to the
configurational entropy in magnitude. Less obvious contribution is from the vibrational entropy.
Whether the ordered phase or disordered phase has higher vibrational entropy depends on the molar
. Calculated radial distribution function (RDF) patterns of the alloys: (A) in the molten state; (B) in the melt-quenched
C) in the annealed state. a, Ni–Al; b, Ni–Al–Cu; c, Ni–Al–Cu–Co; d, Ni–Al–Cu–Co–Ti; e, Ni–Al–Cu–Co–Ti–V; f, Ni–Al–Cu–

–Zn; g, Ni–Al–Cu–Co–Ti–V–Zn–Zr [82].
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volumes, structures, and constituent elements [272,273]. For example, Muñoz et al. [274] found that
the chemical ordering in the B2 structure increases the vibrational entropy by +0.22 ± 0.03kB/at,
compared to the disordered B2 FeV alloy. On the other hand, Fultz et al. [275] found that disordering
in L12 Ni3Al has a higher vibrational entropy of +0.2 ± 0.1kB/at than the ordered structure. Delaire et al.
[276] even reported negative vibrational entropies of mixing in V–6.25% Ni, Pd and Pt solid solution
alloys. For V–6.25% Pt, the negative vibrational entropy of mixing even exceeds the conventional
positive chemical entropy of mixing, resulting in lower Pt solubility in V.

The Helmholtz free energy, F(V,T), of a phase of an alloy can be determined according to:
Fig. 7.3
clusteri
FðV ; TÞ ¼ EcðVÞ þ FphðV ; TÞ þ FelðV ; TÞ þ FconfðV ; TÞ þ FmagðV ; TÞ þ Fei-phðV ; TÞ ð7-2Þ
where Ec(V,T) is the cohesive energy at T = 0 K, Fph(V,T) is the vibrational free energy, Fel(V,T) is the
thermal electronic contribution to the free energy, Fconf(V,T) is the contribution to the free energy from
the configurational entropy, Fel-ph(V,T) is the contribution to the free energy from the electron–phonon
interaction, and P is pressure.

The electronic and vibrational contributions to entropy can be computed as follows [273,277]:
SelðV ; TÞ ¼ �2kB

Z 1

�1
nelðe;VÞ½fFD ln fFD þ ð1� fFDÞ lnð1� fFDÞ�de ð7-3Þ

SphðV ; TÞ ¼ 3kB

Z 1

0
nph½ðfBE þ 1Þ lnðfBE þ 1Þ � fBE ln fBE�de ð7-4Þ
where nel is the electron density of states, nph is the phonon density of states, Sph is the vibrational
entropy, Sel is the entropy from conduction electrons, fBE and fFD are the Bose–Einstein and Fermi–Dir-
ac distribution functions. If nel(e,V) and nph(e,V) are known through neutron experiments or first-prin-
ciples calculations, one can calculate the vibrational entropy and electronic entropy.

7.2. AIMD simulations

The significant advantage of AIMD simulations is their predictive nature, since they are based
on quantum mechanics. Developing an empirical interaction potential is no longer needed, which
is usually fitted to reproduce some experimental data in classical MD simulations. Since the DFT
method calculates the instantaneous forces acting on atoms, AIMD simulations [278] can be used
. [001] projected atomic structure of Al1.3CoCrCuFeNi in the liquid state after annealing at T = 1873 K for 30 ps [250]. Cu
ng is visible.



Fig. 7.4. AIMD-predicted partial pair correlation functions for Al1.3CoCrCuFeNi at T = 1873 K after the simulation time of 30 ps,
showing Cu clustering, Al–Ni ordering, and Fe–Cr and Cr–Co ordering [250].
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to predict individual atomic trajectories of solids or liquids held at a constant elevated tempera-
ture. As a matter of fact, AIMD simulations have been widely used to predict dynamic, structural,
and thermodynamic properties (e.g., energy, pressure, and heat capacity) and diffusion constants at
finite temperatures [279–285]. However, the tradeoff is the very high computational cost, limited
to small systems (typically several hundred atoms) and a short period of time (�10–100 ps) in the
solid state. The diffusion rate in the solid state is orders of magnitude smaller than that in the
liquid state, and hence it is usually difficult to equilibrate the system at very low
temperatures.

Using the tight-binding method, Kao et al. [82] (see Fig. 7.2) studied the structural evolution by a
supercell of 4000 atoms under a constant pressure (zero applied pressure) and under periodic bound-



Fig. 7.5. AIMD predicted mean-square displacement for Al1.3CoCrCuFeNi at T = 1873 K after 30 ps simulation time [250]. The
simulated diffusion constants at T = 1873 K are: Al: 2.44 � 10�5, Co: 2.69 � 10�5, Cr: 2.50 � 10�5, Cu: 3.19 � 10�5, Fe:
2.44 � 10�5, and Ni: 2.80 � 10�5 cm2/s.
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ary conditions in the liquid, quenched, and annealed states. The systems that they studied include bin-
ary to eight-element alloys, with the elements in an equi-molar proportion and in the sequence of Ni,
Al, Cu, Co, Ti, V, Zn, and Zr, i.e., the Ni–Al binary alloy, Ni–Al–Cu ternary alloy, Ni–Al–Cu–Co quaternary
alloy, etc. Additional simulations on the single elements, V, Co, and Ni, were also simulated likewise
for further comparison. Their work indicates that the melt-quenched alloys tend to form an amor-
phous structure when there are less than four elements, and that the alloys show a liquid-like solid-
ified structure when there are five or more elements.

Gao et al. [250] has carried out AIMD simulations on AlxCoCrCuFeNi in an attempt to reveal struc-
tural evolution during solidification. The AIMD simulations were performed at a constant volume with
zero pressure at various temperatures (T = 2273, 2073, 1873, 1673, 1523, 1273, and 1023 K) for x = 0,
0.5, 1, 1.3, and 3 respectively. The equilibrium volumes are determined by adjusting the supercall lat-
tice parameter so that the thermodynamic pressure is zero at each temperature. Segregation of Cu is
apparent in a [001] plane projection of Al1.3CoCrCuFeNi at T = 1873 K (see Fig. 7.3). Partial correlation
function (see Fig. 7.4) shows relatively strong clustering of Cu, and ordering of Al–Ni, Fe–Cr, and Cr–Co
developed in the liquid state. By examining the atomic trajectory, the diffusion constants can be ob-
tained by plotting the mean square displacement (MSD) vs. time. It is shown that the MSD plot is quite
linear and Cu diffuses fastest, about 31% faster than the slowest diffuser Al or Fe (Fig. 7.5). The simu-
lated diffusion constants at T = 1873 K is: Al: 2.44 � 10�5, Co: 2.69 � 10�5, Cr: 2.50 � 10�5, Cu:
3.19 � 10�5, Fe: 2.44 � 10�5, and Ni: 2.80 � 10�5 cm2/s. A relatively strong Cu-clustering tendency
along with the fastest Cu diffusivity qualitatively explains the experimentally-observed Cu-segrega-
tion phenomenon [248,263].

Their preliminary AIMD simulations on AlxCoCrCuFeNi HEAs [250] seems to suggest that the micro-
structure features observed experimentally [15,45] may be strongly correlated to the liquid-state
structure. For example, the simulated partial correlation functions show relatively strong tendencies
of Cu clustering and Al–Ni and Cr–Fe/Cr–Co ordering, which seems to be in agreement with experi-
mental observations [15]. For example, the experimental study by Singh et al. [15] using three-dimen-
sional atom probes confirmed the presence of Cu-rich precipitates, Al–Ni-rich plates, and Cr–Fe–rich
interpolates of different morphologies in the cast AlCoCrCuFeNi HEA. An earlier experimental study by
Tong et al. [45] also confirmed the Cu segregation that the Cu content is as high as 78.5at.% in the
interdendritic regions of small volume fractions for all seven AlxCoCrCuFeNi HEAs studied.

Gao et al. [250] has extended AIMD simulations to other HEA alloys, including TiZrHfTaNb (Fig. 7.6)
and amorphous PdPtNiCuP (Fig. 7.7). Significant contrast was observed in their liquid structures. For
example, all the partial correlation functions observed in TiZrHfTaNb indicates a fairly uniform chem-
ical distribution in the liquid, e.g., lack of strong short-range ordering or segregation. Perhaps this
trend contributes to a large degree to the uniform equi-axed microstructure experimentally observed
by Senkov et al. [126]. In fact, the binary phase diagrams among the constituent elements show for-



Fig. 7.6. AIMD-predicted partial pair correlation functions and mean square displacement plot for HEA TiZrHfTaNb at
T = 2773 K after 35 ps simulation time, showing lack of short-range ordering or clustering [250]. The simulated diffusion
constants are: Hf: 5.02 � 10�05, Nb: 5.43 � 10�05, Ta: 5.31 � 10�05, Ti: 6.92 � 10�05, and Zr: 5.44 � 10�05 cm2/s.
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mation of isomorphous solid solution and lack of intermetallic compounds. The simulated diffusion
constants are: Hf: 5.02 � 10�05, Nb: 5.43 � 10�05, Ta: 5.31 � 10�05, Ti: 6.92 � 10�05, and Zr:
5.44� 10�05cm2/s. The trend in the diffusion constants in the descending order (Ti > Nb� Zr > Ta > Hf)
seems to follow the order of the atomic size and weight of the constituent elements, further confirm-
ing lack of strong chemical ordering.

Conversely, very strong short-range ordering of Ni–P, followed by Pt–P and Pd–P, were predicted in
PdPtNiCuP at T = 1200 K. The ordering tendency becomes stronger as the temperature is lowered dur-
ing solidification. As a result, quenching is required to suppress crystallization to form an amorphous
state. The simulated diffusion constants are Cu: 1.01 � 10�5, Ni: 8.10 � 10�6, P: 8.81 � 10�6, Pd:
7.36 � 10�6, Pt: 7.70 � 10�6 cm2/s. Although P atoms are 20% smaller than Cu atoms, Cu diffuses



Fig. 7.7. AIMD-predicted partial pair correlation functions and mean square displacement plot for PdPtNiCuP at T = 1200 K after
30 ps simulation time, showing strong ordering between P and Ni [250]. The simulated diffusion constants are Cu: 1.01 � 10�5,
Ni: 8.10 � 10�6, P: 8.81 � 10�6, Pd: 7.36 � 10�6, and Pt: 7.70 � 10�6 cm2/s.
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the fastest. The reason is due to formation of strong short range ordering of P–Ni pairs followed by P–
Pt pairs while the correlations associated with Cu are the weakest overall.

Based on the present AIMD simulations of various HEAs in comparison with available experiments,
it is tempting to suggest the following guidelines in searching for new HEAs with improved properties
using AIMD simulations:

(1) Promote the formation of homogenous solid solutions by avoiding strong chemical segregation
and formation of detrimental intermetallics, starting in the liquid state.
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(2) Maintain equivalent or comparable diffusivity among principal elements to control the kinetics
of phase transformation aiming toward forming more or less homogenous microstructures dur-
ing cooling.

These guidelines are complementary to the empirical rules (i.e. heat of mixing and atomic size dif-
ference) for HEA formation as addressed in Section 2. Combining them will accelerate design of new
HEAs.
7.3. CALPHAD modeling

Compared to DFT calculations and AIMD simulations, the CALPHAD method allows users to per-
form thermodynamic and kinetic calculations based on the phenomenological approach [286–288]
that are used to quantity Gibbs free energies of individual phases and mobility in a system. Typical
thermodynamic calculations include but are not limited to phase compositions, phase fractions, and
phase stability as a function of composition, temperature, and pressure.

Very recently, Zhang et al. [248] developed a thermodynamic database for the Al–Co–Cr–Fe–Ni sys-
tem. Their emphasis was placed on the interaction parameters of lower-order constituent systems
that are usually the most effective and important to obtain a reliable higher-order thermodynamic
database. There are no higher-order (quaternary or quinary) interaction parameters used in their
thermodynamic database [248] as a first approximation. Fig. 7.8 shows the vertical section of the
AlxCoCrFeNi for the Al ratio from 0 to 3. This figure predicts the phase stability with respect to Al
contents in the AlxCoCrFeNi alloy. It is seen that the primary solidified phase is FCC when x < 0.75,
and it is BCC and B2, which solidifies first, when x > 0.75, which seem to be generally consistent with
the experimental results [248].

Non-equilibrium solidification path simulations was performed [248] using the Scheil model, as
shown in Fig. 7.9 to illustrate the fraction of solids during solidification in the AlxCoCrFeNi alloys. It
is seen that the calculation predicts the formation of a BCC phase of 2.3% when x = 0.3, as experimen-
tally observed by Kao et al. [146]. Fig. 7.10 presents the equilibrium phases change with respect to
composition of the AlxCoCryFeNi alloys homogenized at 1373 K. This trend indicates that the BCC
phase region increases, and the FCC/FCC + BCC region decreases with increasing the Cr concentration,
demonstrating that Cr stabilizes the BCC phase. When the Cr ratio, x, equals to 2.0, no pure FCC phase
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region can form within the AlxCoCr2FeNi alloys. The effect of other elements in the phase stability of
BCC/FCC is also calculated in the paper [248].

8. Future development and research

HEAs are based on the multi-principal elements concept, which has stimulated rising interests for
basic science and applications. The potential applications of HEAs are mainly based on their unique
properties. Their excellent high-temperature properties may provide the potential to replace the
Ni-based superalloy, e.g., AlCoCrFeNi, which is expected to be of lighter weight and lower cost. It is
also reported that HEAs can be used as thermal barrier coatings for the Ti-based alloys and a diffusion
barrier between Cu and Si in the integrated circuit (IC) industries. The excellent wear resistance makes
HEAs useful for mold materials. There are also reports using HEAs in the 4-mode-ring laser Gyro. The
HEAs carbides and nitrides are potentially applicable as coatings for the biomedical materials, and
the near constant resistivity in 4.2–360 K could make the Al2.08CoCrFeNi HEA useful for electronic
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device parts. In this chapter, future directions are proposed in the broad areas of fundamental under-
standing, processing and applications.

8.1. Fundamental understanding of HEAs

Quantifying the entropy sources of HEAs remains to be the most important topic in fundamental
understanding of HEA formation. In this regard, inelastic neutron scattering and nuclear resonant
inelastic X-ray scattering will be very useful techniques to measure phonon spectra as demonstrated
by Fultz et al. in a number of ordered and disordered alloys [272–276,289–291]. In real solid solution
alloys ordering and/or clustering always destroy configurational entropy of mixing, so precise calcu-
lation of configurational entropy of mixing in HEAs is needed. Typical methods for this purpose in-
clude cluster variation method (CVM), general algorithms, and Monte Carlo simulations.

From the point of view of materials design, one needs phase diagram information, e.g. the phase
field of a high-entropy phase in the space of composition and temperature as well as important com-
peting ordered compounds phase(s). In order to expedite phase diagram determination, the approach
that combines DFT calculations, high-throughput experiments [292,293] and CALPHAD modeling is a
wise choice as reported previously [38,294–298]. Establishing reliable self-consistent thermodynamic
database using the CALPHAD method not only facilitates phase diagram visualization for more than 5
component systems but also can be used to directly calculate the entropy, enthalpy and Gibbs free en-
ergy of the high-entropy phase as a function of temperature and composition.

It has been critically claimed there exist severe lattice distortion effect and sluggish diffusion effect
in HEAs. However, precise measurements to quantify these effects are still lacking. Computer simula-
tions in this regard will be important. However, calculating the diffusion coefficient of HEAs using DFT
methods can be a daunting task due to the large configurational space in the highly concentrated
alloys.

Additional topics in addressing fundamental understanding of HEAs are:

(1) Quantifying the enthalpy of the high-entropy phase since it is the Gibbs free energy that deter-
mines the phase stability at constant temperature and pressure. Experimental measurements
such as heat of solution and heat capacity are important. Computational study using DFT and
CALPHAD will be very useful to calculate how enthalpy of mixing changes with composition,
which in turn can help identify HEA composition.
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(2) HEAs have the high chemical disorder. Amorphous alloys have high topological disorder. Hence,
HEAs are alloys just in between the conventional alloys and the amorphous alloys. The plastic
deformation structural units are typically dislocations and twins in the conventional crystalline
alloys, and typically STZs and TTZs in the amorphous alloys. Thus, what would be the deforma-
tion mechanism in HEAs? Dedicated experiments and simulations on plastic deformation of
HEAs are needed, for example, using the single-crystal of HEAs with BCC and FCC structures,
although there have accumulated reports on tension, compression, and hardness experiments
on HEAs.

(3) The micro- and nano-structures of HEAs after plastic deformation may require further study by
the high-resolution TEM, neutron diffraction, and synchrotron high-energy X-ray diffractions,
etc., to provide the deformation mechanism of HEAs.

(4) Limited results about the fatigue behaviors for the HEAs have been obtained. More work on the
BCC, BCC + FCC, and FCC structured HEAs needs to be done, especially the high-temperature
fatigue properties.

(5) To study the environmental properties of HEAs, dedicated experiments in air, moisture air,
water vapor, CO, hydrogen, H2S etc. at elevated temperature need to be conducted.

(6) Creep performance of HEAs as structural materials need to be studied.

8.2. Processing and characterization of HEAs

Materials properties are dictated by their microstructure. There is no exception for HEAs. The
microstructure can be manipulated by fabrication methods (see Section 3), plastic deformation (e.g.
rolling, forging), and heat treatment. Casting and powder metallurgy can be employed to obtain near
net shape products. Thorough characterization of the microstructure of HEAs in 3-dimension are
important in interpreting materials properties such as fracture toughness and fracture mechanisms.
The progress in 3D microstructure characterization and digital construction can be found in review
articles [299,300]). In this regard, grain boundary character and chemistry distribution (for reviews
see [299,301]) are important future research topics for HEAs. For example, controlled thermo-mechan-
ical processing can be used to promote formation of preferred grain texture and/or grain boundary
character distribution. In addition, listed below are some useful topics:

(1) The nano-sized pillars can be fabricated from the as-prepared HEAs using focus ion beams (FIB),
and the pillars of single phase with desirable properties can be manufactured, and they can be
the Genes for the materials. Then the new materials can be designed based on the properties of
the Genes.

(2) Large plastic deformation can be used to refine the structure to submicro- or nano-scale using
equal channel angular pressing method. Porous HEAs materials with controllable pore sizes in
micro- to nano-sized scale can be processed using chemical or casting methods. The porous
HEAs would be used as robust filters for purifying the water and air or the hot smokes at ele-
vated temperatures and hostile environment.

(3) Detailed deformation and fracture mechanisms have not been clearly identified. The dislocation
structures before and after the fracture will need to be investigated. Understanding the interac-
tion between dislocations and solutes will provide insights into the effects of the alloying ele-
ments on the ductility of the alloy. In addition, for fatigue study, only limited data were reported
and only at room temperature, but fatigue behavior at elevated temperatures needs to be
explored. It is believed that a reduction in the number of the defects, such as aluminum oxide
inclusions and micro-cracks, may result in a strong fatigue behavior. How to reduce these
defects is particularly crucial for improving the fatigue resistance of HEAs.

8.3. Applications of HEAs

HEAs hold the potential in a wide range of applications such as functional and structural materials.
The concept of HEAs can also be applied to ceramics, polymer and even liquid. As an extension to Sec-
tion 4, here are some promising opportunities for HEAs:
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(1) HEAs can be used as the transitional layer between the two types of alloys, e.g., the HEA solder
used for welding pure titanium and chromium–nickel–titanium stainless steel [302]; and HEAs
brazing filler metal used for welding cemented carbide and steel, which provides good flexibil-
ity of the brazing filler metal and favorable manufacture and installation process [303].

(2) HEAs can exhibit excellent super-paramagnetic properties, ferromagnetic properties, and soft
magnetic properties.

(3) HEAs could be used in the nuclear industries. Their much high irradiation resistance and high
corrosion resistance would make HEAs potential candidates for the cladding materials used
for the nuclear fuels and high pressure vessels.

(4) The high-entropy concept could be used to simulate the fission process of nuclear reactors. The
nuclear fission process is a process with entropy increasing, because the types of the elements
are increasing with the nuclear fission reactions.

(5) HEAs may be used as heat-resistant or wear-resistant coatings. New technologies are needed to
make the HEAs coating more uniform and with high cohesion with substrates.

(6) The refractory metal HEAs may be used as thermal barrier coatings, which needs to be
investigated.

(7) HEAs carbides and nitrides would also be interesting for their unique properties. They may have
the structures of amorphous or solid solutions, and with high hardness and strength. They may
potentially be usable as diffusion barriers, and hard coatings on the tool cutting steels or the
high speed steels. Recent work also shows that the high-entropy carbides and nitrides can
potentially be used as biomedical coatings [151]

(8) The special physical properties of the HEAs, e.g., Al2.08CoCrFeNi, with near constant resistivity
would make them useful for electronic applications. Thus, this kind of HEAs needs to be further
studied.

(9) Light-weight HEAs could be used as casings for the mobile facilities, battery anode materials,
and transportation industry.

9. Summary

As a new class of materials that contain multi-principal-elements, HEAs have demonstrated unique
and attractive engineering properties. The present paper has reviewed the formation criteria, thermo-
dynamics, processing, kinetics, mechanical properties, and computer modeling of HEAs, as summa-
rized as follows:

The four core effects of the HEAs have been summarized to understand the HEAs; the parameters,
such as, enthalpy of mixing, atomic size difference, X, VEC, have been used to predict the phase for-
mation for the HEAs.

Multiple-processing methods, such as arc melting, inductive melting, sputter, laser cladding, and
electrochemical, have been summarized.

The HEAs with special properties have been elaborated one by one, e.g., the super high strength of
BCC HEAs, and high wear resistance HEAs, high strength HEAs at high temperatures, Kondo-like
behaviors HEAs, good fatigue resistance, etc.

The plastic deformation and fracture mechanism of HEAs have been discussed from the stand
points of the crackling noise and the serrations on the stress–strain curves.

High-entropy BMGs lack both long-range chemical order and the topological order, which enable
them possess special structures and properties. Understanding the formation mechanism of high-en-
tropy BMGs is helpful to gain new insights into the formation mechanism of metallic glasses and oth-
ers in the materials.

Preliminary computer simulations and modeling work have been briefly summarized, and more ef-
forts in this topic need to be carried out so that the fundamentals and structures of the HEAs can be
well understood.

In summary, HEAs provide a new challenge to the materials scientists. With the in-depth work on
HEAs, more and more special properties of HAEs will be characterized and developed in the future.
With the advanced technologies developed for the processing and characterizations of HEAs, 1-dimen-
sional (1-d), HEA wires; 2-dimensional (2-d), HEA films; and 3-dimensional (3-d), bulk HEA samples
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will be fabricated and studied. The phase-formation thermodynamics, kinetics and processing, and
computer modeling and simulations, etc., for HEAs will be extensively studied, which will lead the
materials scientists into a new and wonderful materials-science world.
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